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This paper discusses the models and methods of machine learning used
in 10T (Internet of Things) systems. Particularly some issues of methods
development for sound data classifying of various nature, such as speech,
music, environmental sounds etc. A sound classification subsystem could
be implemented in the various Smart City, Smart Farming systems etc.
Development of 10T software includes following challenges: the lack of
computational resources, the relevant small RAM memory size etc. Basi-
cally, an automated sound classification system could be decomposed
into four parts: the audio representation, the features extraction, the ma-
chine learning algorithm and the accuracy estimation. This paper deals
with a machine learning algorithms. We use a convolutional neural net-
work for sound classification and the Snapshot method for ensemble
learning. A genetic algorithm is a typical strategy for both neural network
and ensembles structural optimization. Various methods of the solution
representation and crossover functions have been studied in order to find
optimal configuration of genetic operators. The objective of the paper is
to develop the optimal classifier for embedded sound classification sys-
tem. The solution representation — genotype — is the set of neural network
hyper-parameters includes the number and the type of neural network lay-
ers, the type of activation functions, the initial values of weights, the
learning rate, etc. Both the Snapshot ensemble method and combination
of different neural networks are used for ensemble learning. The key idea
of this paper is the optimization with genetic algorithms both neural net-
works and the ensemble construction method. We compare different ge-
netic operators in order to obtain optimal solution for 10T system.
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Krouosi ciioBa:

Kitacudikarist 3ByKy, 3ropTKOBa Heil-
POHHA Meperxa, aHcaMOJIeBe HaBUaHHS,
IHTEpHET pedei.

Y po6OTI pO3IIIAAAOTECS MOJIEII Ta METOAU MAIIMHHOTO HABYAHHS, 110
3actocoBytoThes B cuctemax [oT (Internet of Things), 30kpema 1yist Bupi-
meHHs npoOiemu kinacudikamii akyCTHYHHMX JAHHUX PI3HOTO IOXO-
JUKEHHS, TaKMX K MOBa, MYy3HKa, 3BYKH Ipuponau Tomo. Ilincucremn
Kiacudikanii 3ByKy MOXYTh OyTH BIPOB3KEHI y Pi3HUX CHCTEMax iH-
TepHeTy peuel, Harpukiaa, Smart City, Smart Farming Tomo. PozpoOka
nporpamHoro 3abesnedeHHs [0T BkItoYae Taki BUKIUKHA: 0OMEXKEHICTD
O00YHCITIOBAIFHUX PECYPCiB, BIIHOCHO HEBEIHKHU 00’€M OIEepaTWBHOL
nam’sti Tomo. OTxe, icHye moTpeba y po3po0iii ONTUMAaIBHOTO KIlacH-
(hikaTopa 3 HaWBHUILIOIO 31ATHICTIO 10 y3araJbHEHHS. 37e01IbII0r0 aBTo-
MaTH30BaHa cucTeMa Kiacugikarlii 3ByKy Moke OyTH po30uTa Ha YOTHPH
YAaCTHHH: 3BYKOBE MOJaHHs, (QyHKIII BUIydeHHS O3HAK, ajlfOPUTM Ma-
IIMHHOTO HAaBYaHHS Ta OIliHKa TOYHOCTi. OCHOBHA yBara B IIiii poOOTi
NPUAUIIETHCS aJrOPUTMaM MAlIMHHOTO HaBYaHHS. BHKOPHCTOBYIOTHCS
3TOPTKOBI HEMPOHHI Mepexi A Kiacudikamii 3ByKy Ta MOPIiBHIOIOTHCS
JIEKiTbKa MIAXO0/IB 10 aHCaMOJIeBOTO HaBYaHHs. [ €eHETHYHI alrOpUTMH €
THUIIOBOIO CTPATETI€I0 SIK JUIl CTPYKTYPHOI ONTHMIi3alii HEHpOHHUX Me-
pex, Tak 1 Juist ix ancamOuiB. [yt moOynoBr onTuManbHOI KOHQIryparii
TeHETHYHUX OMepaTopiB pO3NITHYTO Pi3HI METOAW IIPEJCTaBJICHHS
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pO3B’s3Ky Ta KpocoBep-PpyHKIii. MeToro poOOTH € po3poOKa ONTHMAITh-
HOTo KiacudikaTopa 3BYKY IS BOYIOBaHHMX cucTeM. IIpencraBieHHS
PO3B’A3KYy — TEHOTHII — IIe CYKYITHICTh TilleprapaMeTpiB HeHPOHHOI Me-
Pexi, Mo BKIFOYAE KiTBKICTH Ta THII MapiB HEHPOHHOT Mepexi, THI Qy-
HKIIM aKTHBAIlil, IOYAaTKOBI 3HAYEHHS Bar, IIBHIKICTh HABYAHHS TOIIIO.
Mertox ancam6Oito Snapshot i koMOiHaIis pi3HUX HEHPOHHUX MEPEK BH-
KOPHUCTOBYIOThCS AJ1s aHcamOuieBoro HaBuaHHA. Kirouosa izest 1aHoi po-
00TH — onTUMI3alisl 3aco0aMM TEHETUYHHUX AJITOPUTMIB SIK HEHPOHHUX
MEpex, Tak i MeTory o0y 1oB1 aHcaMOII0. Y poOOTi MOPIBHIOIOTHCS Pi-
3HI TEHETUYHI ONepaTopy KpocoBepa 3 METOI0 OTPUMAaHHS ONTHMaJIbHOT
koHpiryparii 10T cucremu.

1. Introduction

The Internet of Things (IoT) and Machine
Learning (ML) are a promising technologies for
automation in the different domains e.g. Smart
Cities, Smart Farming etc. Such systems could
be used for noise emission determining, crimi-
nal activity detecting, animal classification,
livestock tracking and so on. There are various
methodologies of loT and ML implementation
to the practice use cases [1-3]. In this paper we
focus on a machine hearing system. The system
allows to classify natural sounds in the Smart
Farming software application. Manual pro-
cessing of the sound data is complicated; there-
fore, our goal is to develop automatic machine
hearing systems, particularly, sound classifica-
tion software. Such systems have controversial
requirements such as the real time classifica-
tion, the high accuracy and compatibility with
single-board computers, e.g. Raspberry Pi,
Odroid etc. Therefore, the software for 10T and
ML applications should be sufficiently efficient
and not demanding on large computing re-
sources.

2. The aim and objectives of the study

Basically, automated audio detecting and
classification systems could be roughly decom-
posed into four parts: audio representation, fea-
tures extraction, machine learning algorithm,
and accuracy estimation. The audio representa-
tion stage implies that a raw signal is subject to
segmentation into shorter signal chunks by
some windowing process. Typically, at this
stage, the original acoustic signal is converted
into the frames of a fixed length. The aim of the
feature extraction stage is to receive a compact
representation of the acoustic characteristics of
a signal. This stage exploits special coefficients
such as the Zero-crossing rate, the Spectrum
shape, the Short-Time Fourier Transform and
Mel-frequency cepstral coefficients. Audio
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classification traditionally involves such ma-
chine learning methods like K-means, support
vector machine (SVM), decision trees etc [4, 5].
During the last two decades the deep learning
based methods have gained popularity for audio
tagging also. The methods based on convolu-
tional neural networks or recurrent neural net-
works should be referenced in this context.
Deep neural networks could be used on both
raw acoustic signal and features extracted from
it. The accuracy estimation stage deploys qual-
ity assessment methods [5].

The aim of this paper is to develop a proof-
of-concept system for the classification of
acoustic data on the basis of convolutional neu-
ral networks and to optimize its hyper-parame-
ters using the genetic algorithm. The system
classifies acoustic data such as “vehicle noise”,
“human speech”, “siren”, “dog bark”, “engine
sound” and could be used in Smart Farming ap-
plications as a part of sound event detection sys-
tem.

In order to reach the mentioned aim, the
following objectives were formulated for the
study:

— to review state-of-the-art systems in the
Smart Farming;

— to develop classification system using
convolutional neural networks;

— to develop implementation of snapshot
ensemble method for accuracy improving;

— to outline a direction for further develop-
ment of machine hearing systems in Smart
Farming.

3. Motivation and state of the art

Sound event detection and classification
systems become a significant part of modern
Smart Farming applications. Such software
could be used to distinguish between species of
insects or to detect some vermin animals.
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For example, there are papers dedicated to
identification bee’s state by producing sounds
in the beehive [6-10] or sound analysis in the
livestock farming [11]. SVM and Convolu-
tional neural networks are used in [6-10] for
sound classification. There are the multi-sensor
platform includes sensors for temperature, hu-
midity, weight, CO2 and the microphone. The
system is deployed with hardware including the
Raspberry Pi, the sound card and sensor
shields [10].

Generally, the number of articles in the
Smart Farming field has been increasing in the
last decade [12, 13]. This is due to the develop-
ment of machine learning methods and technol-
ogy of single-board computers such as Rasp-
berry Pi, Odroid etc. For example, the newest
revision of Raspberry Pi 4 includes 4 GB RAM
and CPU 1,5 GHz. This hardware allows neural
networks deploying on a single-board computer
and real-time calculations performing.

4. Literature review

Among the large number of review papers
on the subject of the machine hearing systems
development, there are several that are the most
comprehensive. Thus, review articles [14-16]
provide a description of the components of an
automatic sound classification system, which
contains pre-processing modules, feature ex-
traction, training algorithm and calculation
module.

In [14], approaches to signal feature extrac-
tion are discussed in details. There are methods
based on the physical properties of the signals
and the characteristics of the human perception
of sounds. Feature extraction methods represent
the acoustic signal in the time, frequency,
cepstral and wavelet domains.

Reviews [17, 18] provide an analysis of
general approaches and publications for the au-
tomatic classification of music by genre. The
majority of the most informative tags that could
be used as classes in training classifiers are dis-
cussed. The most commonly used sources of la-
beled acoustic data that could be included in
training systems are discussed. Typically, these
are open music databases on the Internet that
are recorded by users, from social network, and
data that is generated specifically for the pur-
pose of performing machine hearing tasks. In
[18], the issue of assessing the effectiveness of
genre music classification systems is discussed.
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In recent years, more and more works have
been devoted to the use of neural networks both
in the feature extraction and the classification
[16, 19-22]. Convolutional neural networks al-
low obtain both pre-processed and raw acoustic
data sets. The effectiveness of this approach is
explained by the layered architecture of convo-
lutional neural networks. There are several
types of layers: convolution layers that distin-
guish a certain type of feature, pooling layers
that reduce dimension, and several fully dense
layers in which classification is performed [23].
The disadvantages of this approach include the
complexity of setting up neural networks with
complex architecture and the demand for com-
puting resources.

Ensemble training involves combining sev-
eral models, such as classifiers, into a common
model, followed by alignment of the results of
all models by some algorithm. Studies show
that the efficiency of the ensemble is usually
higher than the efficiency of individual models
[24]. For this approach the lack of correlation
between the models of the ensemble is a man-
datory requirement.

The combination of different types of clas-
sifiers using (e.g. decision trees, SVMs, Bayes
classifiers, etc.) and a common prediction form-
ing by simple voting, a mean calculating or spe-
cial machine learning algorithm is one of the
approaches to building ensembles. An alterna-
tive approach is to train the same types of clas-
sifiers on different subsets of training data, with
further averaging of the outcome of the fore-
cast. This approach named Bagging (bootstrap
aggregating). Another class of ensemble teach-
ing methods is Boosting. The consistent using
of such class methods as AdaBoost and gradient
boosting for train the classifiers reinforces the
result [24].

Recently, the use of ensembles of deep neu-
ral networks has led to the development in the
practical application of machine learning [17,
18]. But despite its high accuracy, ensemble
training of neural networks is not as widely
used as ensembles of more classical machine
learning methods. This is due to the high de-
mand for time and space resources.

Most of the works devoted to the use of an
ensemble of neural networks are aimed to study
the methods for generating a common result
from the results of trained classifiers.
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In[17] it has been proposed to train one net-
work instead of training M neural networks.
During applying the stochastic gradient descent
method the basic idea is to store the values of
the weight matrix in case the hitting of M local
points. Thereafter, a corresponding neural net-
work is generated for each of the M weight ma-
trices. Thus, the learning time of the ensemble
is almost the same to the learning time of a sin-
gle neural network.

5. Methodology

The workflow of developing an automated
sound classification has shown in the Fig. 1.

In practice, the direct sound analysis in the
time domain (amplitude-time dependence) is
almost not used because it is not efficient
enough and requires additional time and space
resources. For the most rational presentation of
an acoustic signal, classical methods of digital
signal processing are used. These methods in-
clude transformations that decompose a signal
by orthogonal basis functions: the Fourier
transform, Hartley, Mellin, wavelets etc., as
well as various signal attributes that are calcu-
lated on the basis of these transformations, for
example, mel-cepstral coefficients, centroids,
signal energy etc. [5]. The mel, bar etc. are the
frequently used units that to relate for the psy-
chophysical features of human perception of
frequency and volume. For example, mel is a
unit of subjective sound frequency to perceive
by humans.

The data preprocessing stage includes cal-
culating of mel frequency cepstral coefficient
(MFCC) for the giving sound files. This ap-
proach allows to unify and simplify the sound
files presentation in the memory. Further we
feed MFCC arrays to the convolutional neural
net. It is important at this stage to configure the
network optimally for the most compact stor-
age. This is due to the need to use platforms
such as Raspberry Pi to deploying neural net-
work.

To test the proposed approaches, we use
data from www.kaggle.com, namely the Urban
Sound Classification dataset. The dataset con-
tains 3449 wav audio files for training and sys-
tem testing. The training sample contains sound
files related to 9 categories and these are sounds
like traffic noise, car sirens and human speech
etc. The minimum number of files in one cate-
gory is 94, the maximum is 300. The duration
of audio files is mostly 4 seconds.
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Sound dataset
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Figure 1. Sound classification system workflow

Thus, after training, the system could be de-
ploy on the single-board computer and could be
use autonomously as part of Smart Farming
systems.

6. Numerical Result

The Keras library is used for a neural net-
work software implementation in Python. The
Librosa library is employed For data prepro-
cessing. The source code for sound data prepa-
ration is shown in the Fig. 2.

def PrepareData(self, df, config):
X = np.empty(shape=(df.shape[0], config.dim[0]. config.dim[1], 1))
input_length = config.audio_length
for i, fhname in enumerate(df):
print(fname)
file path = self TRAIN DIR + ¢/* + str(int(fhame)) + ".wav"
data, _ = librosa.core.load(file path, sr=config.sampling rate,
res_type="kaiser fast")
data = librosa.feature.mfcc(data, sr=config.sampling_rate,
n_mfee=config.n_mfce)
data = np.apply_along axis(np.mean,1,data)
data = data.reshape(config.dim[0].config.dim[1])
data = np.expand_dims(data, axis=-1)
X[i,] = data

return X
Figure 2. MFCC calculation method

As mentioned above, an important step is to
do optimal configuration the hyper-parameters
of the neural network. A generic algorithm is a
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general method here. In this work we are going
to determine genetic operators as follows. We
use different neural network and Snapshot
Ensemble hyper-parameters such as number of
dense layers, number of convolutional layers,
number of units in each layer, type of pooling
layer, type of activation function, number of
networks in the Snapshot Ensemble.

We use binary chromosome encoding for
representation of possible solution. Crossover
operators that we use are the following: single
point, two-point, uniform.

The results of computational experiments
with different crossover operators are given
below in the table 1. We suppose that the best
snapshot is used after Snapshot Ensemble
method. We also compare different approaches
to snapshots averaging. The results are shown
in the table 2.

Table 1. Accuracy with different crossover
operators

Table 2. Snapshot averaging method

Method Accuracy
best snapshot 0,954
Average 0,940

Thus, we can see that best configuration of
the system is obtained using single point cross-
over and best snapshot averaging method.

7. Conclusion and discussion

A convolutional neural network ensemble is
built to solve the problem of acoustic data
classification. The accuracy of the model on the
test data set is 95%. Optimal network structure
includes two packets of convolution-activation-
sub-sampling layers.

The system can be used in Smart Farming or
Smart City applications to filter out
unnecessary sounds or as part of the sound
detection system.

The basic distinction of this paper from
papers [25] is that we are studying influence of

Crossover operator Accuracy different parameters of genetic algorithms like
single point crossover 0,954 type of crossover operator.
two-point crossover 0,942 The prospect of further research is related to
Uniform crossover 0877 the extension of the considered approach to
sound data of a more complex structure.
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