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KorniTuBHa TOCTYNHICTb € KPUTUYHO BaKIUBOIO AT 3a0€3M1€UCHHS PiBHOTO
Joctymy A0 iHdopmarlii, 0coOnMBO Al KOPUCTYBa4iB i3 JIMCIEKCIETO,
po3nTagaMM ayTUCTUYHOTO CHEKTpa Ta BIKOBUMH KOTHITUBHHMHU 3MiHAMHU.
3HauHa HACHYEHICTh HAYKOBUX 1 TEXHIYHUX TEKCTIB CIIELiali30BAHOI0

TEpMIHOJIOTI€I0, 1II0 MOXKE CTAHOBUTH JI0 ITOJIOBUHHU BCi€l ICKCUKH, YaCTO CTa€E
CYTTEBOIO TIEPEIIKOJ0I0 Il pO3yMiHHS 3MicTy. MopdosoridyHa CKIaaHiCTh
YKpaiHCbKOI MOBH, 1[0 TO€JHYE 0araTrcTBO BiAMIHKOBUX (POPM 1 aKTHUBHE
BUKOPUCTAHHS 3alI03UYEHb, YCKIIaJHIOE aBTOMATH30BaHE BUSBICHHS TEPMiHiB

1 moTpeOye po3poOIEHHS CHeliani30BaHuX METOIIB.

VY CTaTTi NpeACTaBIEHO KOMILJIEKCHE JOCIIIXKEHHS €(DEKTUBHOCTI CydyacHUX
QITOPUTMIB  MAIIMHHOTO HABYAHHS ISl aBTOMATUYHOTO  BHUSIBJICHHS
TEpMIHOJIOTIUHOI JIGKCUKM B YKPaiHCBKUX TeKCTax. [IOpiBHAHHS OXOILTIOE

mMOMHHI  Mozmeni Ha 0a3i  TpaHc(opMmepiB, KIACHUHI

QITOPUTMU 3

JTIHIBICTUYHUM IHXXMHIPUHIOM O3HAK 1 CIIOBHHUKOBI PILICHHS, 3aCHOBaHI Ha
MpaBuUjiaX, 1HTETPOBaHI B TiOpUIHIN aHcamMONeBiil cUCTeMi 3 aJanTHBHUM
posmoaiioM Bar. EkcmepuMeHTH NpOBEAEHO Ha CIELiaJbHO CTBOPEHOMY
kopnyci 3 537 ¢parmentiB Tekcty 3 BIO-po3MiTkor0, SIKUIT MICTUTH TIOHA
TPU TUCSYI TOKEHIB 1 XapaKTEPH3YEThCS BUCOKOIO YACTKOIO TEPMiHOJIOTII.
Baminamist 3a gomomororo cTparngikoBaHOl I'SITUKPATHOI KPOC-TIEPEBIPKH
3acBiUMIIa MepeBary ancamOIeBoro miaxoxny, sikuit gocsr F1-metpuxu 0,847 i
touHocTi 0,903, mepeBUINMBINN PE3yNbTaTH OKPEMHX MOJEICH, 30kpema fine-
tuned BERT (F1 = 0,835), Bunaaxoswuii jic (F1 = 0,774) Ta cJIOBHUKOBOTO

nomyky (F1 =0.744)

AHari3 BaKJINBOCTI O3HAK BUSABHUB, 10 KJIIOYOBUMH 1HUKATOPAMH TEPMiHIB €
JIOBKMHA CJIOBA T CIiBBIAHOLICHHS TOJIOCHHX, a IHTETPAIis IUX XapaKTEPUCTHK
13 KOHTEKCTyaJIbHUM MOJCTIOBAHHIM 3a0e3leuye ONTHUMAaJIbHUI OanaHC
MK TOYHICTIO Ta MIBHJIKICTIO. 3alpolOHOBaHA CHUCTeMa 3/1aTHa 00poOIATH
MOHAJ 7Bl THCSAYi TOKEHIB Ha CEKYHIY, IO JIO3BOJIsIE BUKOPUCTOBYBATH ii B
PEXHMI peanbHOTO Yacy AJsi BeO- Ta MOOUTPHUX 3aCTOCYHKIB, CIIPSIMOBaHUX
Ha MiJBUIIEHHS KOTHITMBHOI HOCTYIHOCTI KOHTEHTY. Po3poOnena monens i
BiZIKpUTHI KOpIyc posmimmeHi Ha miatdopmi Hugging Face Hub Tta MoxyTh
cTaty 0a3010 JUI MOAAIBIINX MOCHIPKCHb 1 BIPOBAKCHHS iHCTPYMEHTIB
ABTOMAaTUYHOTO CIIPOIICHHSI TEKCTiB, OPIEHTOBAHMX HA KOPUCTYBAdiB 3

0co0nMMBUMH OTpEOAMHU.
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Cognitive accessibility of texts is a critically important aspect of information
inclusion, particularly for individuals with dyslexia, autism spectrum
disorders, and age-related cognitive changes. Complex terminology poses
significant barriers to information access, especially in scientific and technical
documents where term concentration can reach 30-50%. Ukrainian, as an
inflected language with a developed morphological system, presents additional
challenges for automated detection of terminological lexicon through the
abundance of case forms and active borrowing of international terms. This
article presents a comprehensive study of four machine learning approaches for
term detection in Ukrainian texts: fine-tuning of the youscan/ukr-roberta-base
transformer model with additional classification layer for token classification,
random forest classification with 14 specialized linguistic features adapted
for Ukrainian morphology (word length, vowel ratio for «aeeuiioyron»,
morphological endings), dictionary-based deterministic approach using 16,796
classified lexical units with morphological normalization through Stanza NLP
pipeline, and a hybrid ensemble system with dynamic weight adaptation based
on weighted voting mechanism. Experiments were conducted on a specially
created annotated corpus of 537 Ukrainian text samples with BIO term markup,
containing 3,173 tokens with 52,76% terminological lexicon, validated through
5-fold stratified cross-validation. Results demonstrate that the ensemble
approach achieves the best performance (F1-score = 0,847, Accuracy = 0,903),
outperforming BERT fine-tuning (F1 = 0,835), random forest (F1 = 0,774),
and dictionary search (F1 = 0,744). Feature importance analysis reveals
that word length and vowel ratio are the most powerful discriminators for
Ukrainian terminology. The system provides processing speed of 2,156 tokens
per second, sufficient for real-time cognitive accessibility applications in web
browsers and mobile applications. The developed RomanSavitskyi/ukr-term-
detection model and annotated corpus are published on Hugging Face Hub
for further research on Ukrainian terminological lexicon and development of
accessibility tools for digital inclusion.

Beryn. PiBHuii goctyn no iHdopmariii HeMOX-
TUBHANA 0€3 ypaxyBaHHS KOTHITHBHOI JOCTYITHOCTI.
3a omiakamMu BcecBiTHBOT opranizamii OXOpOHHU
300poB’s, npubnu3zHo 15% HaceneHHs CBITY Mae
pi3HI (QOopMH KOTHITUBHUX TOPYIICHb, SK-OT JHC-
JIEKCisl, pO3JIa iy ay THCTUYHOTO CIIEKTPa, BIKOBI KOT-
HiTuBHI 3MiHU Tomo [1]. CkiagHa TepMiHOJOTIA,
JIOBT1 pEYeHHS 1 aOCTPaKTHI KOHIIEIIIii CTBOPIOIOTH
Oap’epu s gocrymy no iHpopmamii. OcobmmBo
roCcTpo TpoOdiieMa MPOSIBISIETECST B HAYKOBIM 1 Tex-
HIYHINA JHiTepaTypi, e KOHIEHTpAIlis CIemiami3o-
BaHOI TepMmiHomorii Moxe mocsratu 30-50% Binx
3arajgbHOTO CJIOBHUKA TEKCTy. JlociimkeHHs moka-
3yIOTh, III0 HaBiTh OJAMHHUYHI HE3pO3yMiJIi TEPMiHU
MOXYTb CYTTEBO 3HM)KYBaTH PO3YMiHHS BChOTO TEK-

Computer Science and Applied Mathematics. Ne 2 (2025)

CTY, CTBOPIOIOUM €(EeKT KACKaAHOI'O KOTHITHBHOTO
HaBaHTaXeHHs [2].

Huni B ykpaiHncekoMy mnudpoBoMy mpocTopi
MPAaKTHYHO BIJACYTHI CHeIialli3oBaHi IHCTPYMEHTH
JUIl aBTOMAaTH30BaHOTO BHSBJICHHS Ta CIIPOILCHHS
TepMiHoorii. HasiBHI Mi>kHapo/HI pillleHHS HE Bpa-
XOBYIOTH MOP(OJIOTIYHUX OCOOIMBOCTEH YKpaiH-
CbKOT MOBH, @ TaKOX 3POCTaHHS BUMOT 110 IH(POBOi
JIOCTYITHOCTI pOOUTH pO3pOOJIEHHS IHCTPYMEHTIB HE
JIMIIE TEXHOJOTIYHO Ba)KJIMBOIO, ajle i coLiajbHO
HEOOXiTHOI0 TTPOOIEMOIO.

ABToMarm3ailisi TpOIECy BHUSBICHHS TEPMiHIB
MOX€ CYTTE€BO MOKPALIUTH AOCTYHHICTH IIHPOKOTO
CIEKTpa KOHTEHTY, a €(EKTUBHI aJrOpUTMH J03BO-
mum 0 He nwime ineHTtudikyBaTu mpoOieMHi ene-
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MEHTH TEKCTY, aje N MOKpPAIIUTH SKICTb TEKCTY,
Ha/al0uM aBTOpaM 1 pelakTopaM iHCTPYMEHTH JUIs
CTBOPEHHSI KOTHITUBHO JIOCTYITHUX MaTepiaiiB.

VY KOHTEKCTI ONHMCAaHUX BHIIE IpolieM, aaHe
JOCHIJDKEHHS! CIIPSIMOBAHE Ha BHUPILICHHS HAayKOBUX
[UTaHb, L0 BU3HAYaIOTh C(EKTUBHICTH aBTOMATH-
30BaHOTO BHSBJICHHS TEPMiHIB B YKPaiHCHKOMOB-
HUX TekcTaX. ToMy METOI0 JaHOTO JOCIiIKEHHS €
OOTpyHTYBaHHsS 1 OMUC TIOPUAHOT CHUCTEMH BHUSB-
JICHHS TEPMiHIB B YKpaiHCBKOMOBHHUX TEKCTax MJIs
3a0e3IevueHHs] KOTHITUBHOT IOCTYITHOCTI.

Jisi TOCATHEHHS MOCTaBJIeHOI MeTH HEOOXiJHO
BUPILIMTH KOMIUJIEKC B3a€MOIIOB’SI3aHUX 3aB/IaHb.
[lepmioueproBuM 3aBIaHHSIM € CTBOPEHHS AHOTO-
BAaHOTO KOPIIYCY YKPaiHCBKHX TEKCTIB 3 PO3MITKOIO
TEPMIHOJIOTIYHOI JIEKCHKH Ta ()OPMYBaHHS CHCTEMHU
CIIOBHMKOBHX PECypciB AJisi 3a0e3MeueHHs AeTepMi-
HICTUYHOTO M AXO0Y 10 BUSBIIEHH: TepMiHiB. HacTym-
HUM € ajamnTaiis Ta JOCHiPKeHHS e(PeKTUBHOCTI
TparcopMmepHOi Mozeni youscan/ukr-roberta-base
Ut kinacudikarii TEpMiHIB B YKPaiHCBKUX TEKCTax
3 ypaxyBaHHSIM MOP(OIOTiYHOI CKIATHOCTI MOBH.
Oxpim TOrO, HEOOX1THO PO3POOUTH CUCTEMY JIHTBiC-
TUYHHX O3HAK, CIeNU(DIYHUX /IS YKPATHCHKOT TepMi-
HOJIOT1, Ta AOCTiANTH e(DeKTUBHICTh KIacu(ikaropa
BHITAJIKOBOTO Jicy. OKpeMUM 3aBJaHHSIM € peai3allis
CIIOBHHKOBOT'O METO/ly BUSIBIICHHS TEPMiHiB 3 MOp(do-
JIOT14HOI0 HOpMadTi3alieto yepe3 Stanza NLP, a Takox
moOyyoBa TiOPUIHOT CUCTEMH 3 IMHAMIYHUM PO3IIO-
JJIOM Bar, 1110 IOEIHYE MepeBaru TpancGpopmepHoro,
CTaTUCTUYHOTO Ta CJIOBHHMKOBOTO MmifxomiB. Orisia
giteparypu. TpaaumiiiHi hopMynn 4UTaOEIBHOCTI,
AK-0T iHAekc uyuradenpHOCTI Dnema — Kinkeiina i
inpexc dora (Gunning Fog index), 6a3yrorbcs nepe-
Ba)XHO HA IOBEPXHEBHX XapaKTEPUCTHKAX TEKCTY,
SIK-OT JIOBKMHA PEUeHb, KUTBKICTh CKJIAJIIB y CIIOBaX
i vacrora BxkuBaHHs Jekcuku [3]. [Ipore cydacHi
JOCII/PKEHHS. JEMOHCTPYIOTh OOMEKEHICTh TaKHX
iXOIB, 0COONMHMBO it MOPQOJIOTIYHO CKIIATHUX
MoB. Tak, mocimipkeHHs [4] mokasye, 1110 KOTHITHBHE
HaBaHTAXKEHHsI TEKCTY 3HAYHOIO MipOIO BU3HAYAETHCS
HE JIMIIE CHHTaKCUYHOIO CTPYKTYpOIO, ajie i cemaH-
THUYHOIO CKJIAZHICTIO OKPEMHUX JIEKCHYHHUX OJUHULb.
ABTOpPHU BCTAaHOBWJIU, LII0 HABITh MOOIMHOKI HE3PO3Y-
MU TEpMIHM MOXKYTb CTBOPIOBAaTH KacKaJHHN e(eKT
3HMKEHHSI PO3YMiHHS, OCOOJMBO B YMTa4iB 3 KOTHi-
TUBHHMHM OCOOTUBOCTSIMU [4].

OmHMM 13 KJIFOYOBHMX BHUKIUKIB Y BHSBICHHI
TEPMIHOJIOTIYHOI JIEKCMKH B YKPaiHCBKHX TEKCTax
€ ToenHaHHA (PIEKTUBHOI MPHUPOAW MOBH 3 MOp-
¢onoriuyHoto BapiaruBHicTio. Ha ocobnuBy yBary
3aCIyTOBY€ JOCHIKCHHS [5], B SIKOMY aHaJi3y€eThCs
e(eKTUBHICTb MOJENeH MAIlMHHOTO HaBYAHHS,
SIK-OT BHITQAKOBHH JIIC, METOJ OMOPHHX BEKTOPIB
(SVM) Ta nBocmpsIMOBaHHUX KOAYBAaIbHHUX IPE-
craBieHb i3 TpachopmepiB (Bidirectional Encoder
Representations from Transformers (BERT)), mns
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3aBaaHb Ae3iH(opMmaniiHoi JeTeKwii B YKpaiHCbKUX
TeKCTaX. ABTOPH BUSIBHIIH, 110 HaBiTh 0a30B1 MOp(o-
JIOT1YHI IepeTBOPEHHS 3HAYHO IMiIBUILYIOTh TOUHICTb
kiacugikalii, a 3acTOCyBaHHS INONEPEIHHO HaBye-
HOi TpaHcdopmepHOi Mozeni 3abe3neuye HalKpari
pe3ysbTaTH B yMOBax 00MEKeHOTOo Koprycy [S].

Y pobGoti [6] Oyio 3amporoHOBaHO MOJENb Ha
OCHOBI peKypeHTHO1 HelpoHHOT Mepexi (RNN) mms
BUSIBIICHHsI 00pa3/inBoOi JICKCUKH B YKPaiHCHKOMOB-
HOMY cerMeHTi iHTepHery. He3Bakaioum Ha Tema-
TUYHY crieniuiky, aBTOpU MPOAEMOHCTPYBAJIN BaK-
JINBICTh TOKEHI3allll, KOHTEKCTHOI cerMeHTarii Ta
rpaMaTiyHoOi HOpMalizamii. 3anpornoHOBaHUNH HUMH
sequence labelling migxin Gasyerbcs Ha BIO-pos-
MITII Ta MO>Ke OyTH ajanToBaHUW JUIS KiacH(ikarii
TEpMiHiB [6].

Jocmimkenns [7] OXOIUTIOE METOAM MAITHHHOTO
HaBUaHHS Juisg Kiacugikamnii eMoIliiiHoro 3abaps-
JICHHSI TEKCTy. ABTOPH 3acTOCYBaJll 4acTOTy Tep-
MiHa, obepHeHoro a0 yactotu nokymenta (TF-IDF),
JIOTICTHYHY PErpecito Ta METOJA ONOPHHX BEKTOPIB
JI0 KOPITyCy YKpaiHCBbKUX TEKCTiB i3 BUCOKOIO CEMaH-
TUYHOIO CKJagHicTI0. 30Kpema, Oya0 BH3HAYECHO
BIUIMB JIOBXXHMHH CJIOBA, YAaCTOTH TOJOCHUX 1 Mopdo-
JIOTIYHKUX 3aKiHYeHb Ha TOYHICTH Kiacupikamii. Li
O3HAKH € KIIIOYOBUMH B TEPMIHOJAETEKIIi, IO pOOUTH
pe3yNbTaTH JOCTIIKEHHS PElIeBaHTHUMH JUIsS OOy~
JIOBU €(peKTUBHUX JIEKCHUHHX KiIacu]ikatopis [7].

Y pobGoti [8] 3ampornoHOBaHO TIOpPUIHWE ITijI-
Xl 710 aBTOpchbKOi arpuOyLii TEKCTiB, IO MOETHYE
CEMaHTHUYHUHA aHaji3 13 KIACHYHUMH METOIaMH
MAaIIMHHOTO HaBuaHHA. OCOONMBY yBary MpHILTIEHO
noOyaoBi aHcaMOJIeBUX MOJIENEH, IO BPaXOBYIOTh SIK
YaCTOTHI, TaK 1 CHHTAKCHYHI XapaKTEPUCTUKU TEKCTY.
ABTOpHU TOKa3aly, 0 MOEJIHAHHS BEKTOpHU3alii Ha
ocHOBi rpamarnuHoi anortauii (POS-mitok) i3 Mop-
¢donoriyanMu  QiABTPaMU JO3BOJISIE 3HAYHO ITiJBH-
IIMTH TOYHICTH Kiacuikarii [8].

ABtopu [9] HOCHIKYIOTh TIPOOJIEeMy BHSIBICHHS
rpaMaTUYHUX TOMWJIOK Y TEKCTaX YKpPaiHCHKOIO
MOBOIO 3 BUKOPHUCTAHHSM MAalIMHHOTO HaBYaHHSI.
ABTOpU BHKOPUCTOBYIOTH METOJ] OTIOPHUX BEKTOPIB,
BUTIAJIKOBUI JIIC 1 CHCTEMH, 3aCHOBaHI Ha MpPaBU-
Jax, a TaKOX OLIHIOIOTH Bary O3HaK, sSIK-OT JOBXKHWHA
ciioBa, MOpQeMH, CIiBBiTHOIIEHHS roocHuX. Came
11l O3HAKH MTOKa3ali e(DeKTUBHICTH i B 3aBJJaHHI BUSB-
JICHHSI TEPMIiHIB, MiATBEP/IKYIOUH IXHIO pEJIEBaHT-
HICTh Y TOOYZI0B1 MoJiesiel mosicHeHHS [9].

Apropu [10] mocmigmmu BeNWKHA MIKXMOBHHN
kopnyc npoekty ParlaMint I, ne mist aiHrBicTHYHOT
aHoTaIlii KiTBKOX KOPITyCiB (cepen SKHX 1 yKpaiH-
ChKHI) 3aCTOCOBYBaIM pi3HI koHBeepu NLP, 30kpema
Stanza NLP pipeline.

[IpoTe HUHI MPaKTUYHO BiJCYTHI CreliaiizoBaHi
JOCTIKEHHS] aBTOMAaTHYHOI'O BUSIBJICHHS TEPMiHIB
JUTSL yKpaiHchkoi MOBH. HasiBHI poboTH (OKyCYIOThCS
NEepeBaKHO Ha PO3IMi3HABAHHS IMEHOBAHUX CYTHOC-
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Tel 1 3aranbHUX NLP 3aBmaHHsIX, 3aJIMIIIAI0YH TTpOTa-
JIUHY B TEPMIHOJIOTIYHINA €KCTPaKIIii.

Metoposorisi. Byno cTBOpeHO aHOTOBaHUU KOp-
Iyc JUisd TPEHYBaHHS MOJEJeH, e OCHOBHUH Halip
JaHUX JJIs HABYAHHSI QJITOPUTMIB BUSIBJICHHS TEPMi-
HIB CKJIaJIa€Thes 3 537 BpydHY aHOTOBAaHUX MPUKJIIA-
IIiB YKpaiHCHKOTO TEKCTY, OpraHi3oBaHUX y (opmari
BIO-posmitku (Beginning — Inside — Outside) Ta 36e-
pexeno y JSON crpykrypi:

"id": "sample 001",

"text": "MallurHHE HaBYaHHS BUKOPUCTOBYE aJIro-
putMmu",

"tokens": ["Mammuane",
puctoBye", "anroputmu'],

"labels":  ["B-TERM",
"B_TERM"],

"domain": "IT"

}

@dparMeHTH TEeKCTy BiliOpaHi 3 HAyKOBHUX CTaTei
1 OCBITHIX MaTepiaiiB y JJOMEHi iHyKeHepii mporpam-
HOTO 3a0e3MeueHHs, MaTeMaTuku, (i3UKH Ta Tex-
HIYHUX HayK. KpPITeleMI/I Bm6opy 6me HasIBHICTh
crenianizoBaHol TepMiHOIOTii, po3Mip ¢parmenra —
3-21 TokeH i 30amaHCOBaHE TPEICTABICHHS IPEJI-
METHHUX 0o0J1acTe.

AHOTYBaHHSI KOPITYCY BHKOHYBAJIOCSI aBTOPOM 3
MOJANBIIO BepHudikamieo (axiBieM 3 00UHCIFO-
BaJIbHOI JiHrBicTHKK Ha BUOipui 20% xopmycy (107
(parmenriB). TepMiHOM yBakajacsi JEKCHYHA OJIH-
HUIIS, [0 TO3HAa4yae cIeliagizoBaHe MOHATTA Mpel-
MeTHOI 00nacTi Ta morpelye MOsICHEHHs Juisd Heda-
xiBigl. TokeHizallis BHKOHyBamacs 3a JIOTIOMOTOIO
wordpiece tokenizer 3 mozeni youscan/ukr-roberta-
base muist 3a0e3neueHHs CyMiCHOCTI i3 TpaHchopmep-
HUM I1iIXO00M.

3aranpHuii 00cAr HaOOpy JaHUX CTaHOBUTH 3,173
TOKeHH, 3 skux 1,674 (52,76%) mo3HaueHi sk Tep-
MiHH, [0 CBITYUTh PO BUCOKY KOHIIGHTPAIIIIO Tep-
MiHOJIOTIYHOT JICKCUKH y BiZliOpaHuX TeKcTax.

CTpyKTypHI XapakTepHCTHUKH HA0Opy HaHUX
JEeMOHCTPYIOTh NIPUIATHICTD Ul HAaBYaHHS MOJEJIeH
MaIIMHHOTO HaB4yaHHS. CepeaHs JOBKUHA PEuCHHS
craHoBuTh 5,91 TokeHa 3 Bapiauiero Bixm 3 mo 21
TOKEHa, 10 BiINOBiga€ TUIOBUM (parMeHTaM Hay-
KOBHX Ta TEXHIYHUX TeKcTiB. [Ipnbmmzno 94,6% npu-
knaaiB (508 13 537) MicTaTh IPUHAWMHI OIMH TEPMiH,
o 3abe3neuye 30amaHcoBaHe NMPEICTABICHHS KIacy
3 HasIBHICTIO TEPMiHIB y HaBYaJIbHOMY HaOODi.

Temarnunuii aHamni3 BUSBICHUX TEPMiHIB MTOKa3ye
PI3HOMAaHITHICTh NpPEAMETHHX obnacTeil: iHpopma-
uiHi texnonorii (“javaScript”, “docker”, “NLP”),
Marematuka Ta ¢izuka («piBHsSHHA EiHmreiinay,
«reopema Ilidaropay), meTomosnorii po3poOKu mpo-
rpamHoro 3abesmedyeHHs (“scrum”, “agile”), kibep-
Oesneka («kpunrtorpadiuHuil 3axuct iH(opMaLii»,
«kibeparaka»). OCKIIBKH KOPITyC OXOIUTIOE€ TEKCTH

"HaBuaHHa", '"BHKO-

HI_TERM", HO",
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3 Pi3HUX JIOMEHIB, L€ JI03BOJISE MPOTECTYBATH 31aT-
HICTb MOZEJICH /10 y3arajibHEHHS.

Jist miATPUMKH MiIXO0AIB, 3aCHOBAaHUX Ha MPaBHU-
nax 1 3a0e3nedeHHi HEOOXiAHOTO PiBHS MOPIBHSHB,
OyJ7I0 CTBOPEHO KOMIUIEKCHY CHUCTEMY CIIOBHHKOBHX
pecypciB, mo Hamiuye 16,796 knacudikoBaHUX JIeK-
CHYHUX oauHuLb. Ilpouec ¢opmyBaHHS CIOBHHUKIB
3I1HICHIOBABCS Yepe3 arperairo iCHyIOUHnX JIEKCHKO-
rpagiuHuX pecypciB Ta iX aganTaiiio Ui 3aBIaHHS
BUSIBIICHHSI TepMiHiB. HallO1IbIIMMI KOMIIOHEHTAMH
€ CIIOBHHK apxaiuyHoi nexcuku (7,427 3ammciB) Ta
naiiku (6,609 3anuciB), 1110 CBIAYUTH PO (HOKYC CUC-
TEMH Ha BHSBJICHHI KOTHITHBHO CKJIaJIHOT JICKCHKH.

CHOBHHUKOBI pecypcH OpraHi3oBaHi 3a NPHHLU-
MIOM TIPIOPUTETHOI 3aMiHH, 1€ KOXKEH TePMIH CYyIpo-
BOJKY€ETBCSI aJIbTEPHATHBHUMH BapiaHTaMH Pi3HOTO
piBHs ckiagHocTi. Mopdonoriuna o0poOka cioB-
HUKOBUX OJIMHUIIb 3/IIHCHIOEThCS yepe3 Stanza NLP
pipeline ans ykpaiHChKOi MOBH, 1110 3a0e31edy€e HOP-
MaJtizalilo BiIMIHKOBHX (POpM 1 UMCIIOBHX Bapialiil.
TexHiyHa peasizalisi MOIIYKY BUKOPUCTOBYE XELIy-
BaHHSA JUIsl IEPBUHHOTO TOYHOTO 30iry 3 MOAAJIBILIOI0
MOP(DHOJIOTTYHO HOPMAITi3alli€ero 11si 00poOKHU (iek-
TUBHHX BapiaHTIiB.

OcHOBOIO pillIeHHsI € TOHKe HanamTyBaHHs (fine-
tunmg) TpaHC(OPMEPHUX MOJENCH Ui BUSBICHHS
TepMiHiB. Mozenp € aganTaii€lo MornepeaHbo0 HaB-
4yeHoi apXiTeKTypu Ha 0a3i TpancdopmepiB s crie-
mudiuHoro 3aBranHHsi knacuikamii TokeHiB (token
classification). 3a 6a3oBy Momens Oyno oOpaHO
youscan/ukr-roberta-base, mo € cremianizoBaHO
Bepcito ROBERTa st ykpaiHcbkoi MOBH, IO JIEMOH-
CTpPY€ BUCOKY SIKICTh Ha 3aBJaHHSIX PO3YMIiHHS yKpa-
fHCHKOT MOBH [5].

[Tpouec TOHKOTO HajaIITYBaHHS HaBYaHHS MPO-
BOJMTHCS 3 BUKOPUCTAHHSIM TileprapaMeTpiB, sSK-OT
3 enoxw, batch size 8, warmup steps 500, 3HWKEHHS
Barn 0,01 Ta maHyBaHHS IIBUIKOCTI HaBYaHHS 3
aBTOMAaTUYHOIO oONTHMi3amicto. Po3momin Habopy
naHux ctaHoBUTH 80% g HaByaHHd Ta 20% s
HepeBlpKI/I 3 PaHHBOIO 3YITMHKOIO HA OCHOB1 TOYHOCTI
BaJligaii.

KpuTrnuHNM KOMIIOHEHTOM IMIUIEMEHTALII] € TOUHa
micisioOpoOka pesynbratiB Mozeni. CucremMa BKITHO-
yae (hiTpTparliro 3a JOBKHHOIO ciliB (3—50 cuMBOIIiB),
BUIAJICHHS BIACHUX Ha3B Uepe3 eBPUCTUYHUIN aHaIi3
KarriTanizaiii Ta Mop(hOoJIOTIYHHX 3aKiHYeHb, 4 TAKOK
GiIbTpYBaHHS 3a CHEUiadbHO 33JaHUM CIHCKOM JUIs
128 kareropiii 3aranbHOBKHMBaHUX CIiB. J[o1aTkoBO
3aCTOCOBYETHCSI a[allTUBHE IOPOTrOBE 3HAYCHHS, JI€
nopir kiacuikamii 3MiHIOEThCS 3aJIEKHO BiJl HasB-
HOCTI TEpPMIiHOJIOTIYHHX O3HAK Y CIIOBI.

ATNBTepHATUBHUM TiOXig — BUMAAKOBUH JITic
3 JIHTBICTUYHMMH O3HAKAMH, a CaM€ CTBOPEHHS
aHcaMOJIIO JIepeB pIllleHb 3i CHEIiallbHO po3poliie-
HUMH JIHTBICTUHYHUMH O3HAKaMH, a1alTOBAHUMH IS
ocobnmBocTel ykpaincbkoi MoBu. Cucrema feature

ISSN 2786-6254



extraction 0a3zyeTbcs Ha 14 OCHOBHHUX XapaKTEpPHCTH-
Kax CIIiB, [0 OXOILTIOIOTH (POHETHYHI, MOP(OIOTIUHI
Ta CTPYKTYPHI BIaCTHBOCTI.

OCHOBHI TpynM O3HaK BKIIOYAIOTb METPUYHI
(momxuHA cnOBa, KUIBKICTh CKJaniB), (poHETHUHI
(CTIBBIAHONICHHSI TOJOCHUX JI0), CTPYKTYpHi (TIOB-
TOPIOBaHi CHMBOIIH, HAasSBHICTh AP Ta CrieniadbHIX
3HaKiB) Ta MO3WIIiiHI (ITOYaTKOBA/KIiHIIEBAa TOJIOCHA)
o3Haku. JlomaTkoBO BpaxoBYIOThCS MOpPQOIOTiuHI
IHAMKATOPU TEPMIHIB: TeXHI4HI mpedikch («aBToy,
«MIKpO», «Kidep»), cydikcnm («iorisy, «rpadisy,
«CKOTIisI»), XapaKTepHi I TEPMiHOJIOTI9HOT JIEKCUKH
CJIOBOTBOPYI €JI€MEHTH.

ImmutemenTartist Bukopucrosye scikit-learn xiacu-
(hikaTop BUIIAJIKOBOTO JIiCYy 3 ONTHMi30BaHUMH Tapa-
METpaMH, SK-OT KiIbKicTh nepeB 100, MakcumanbHa
rbuHa 10, MiHIManbHE pO3OHTTS TEPMIHIB 5, 10
JoTIoMarae 3amoOirTH TepeHaBYaHHIO Ha BiJHOCHO
HEBEJIMKOMY Ha00pi AaHuX. BaIIMBOIO 0COONMBICTIO
€ IMHAMiYHa aJanTalisi O3HaK I1iJ] KOHTEKCT BUsIBIIC-
HUX TEPMIHIB, IO JIO3BOJISIE MOKPAIIUTH TOYHICTH
JUTSL PIAKICHUX TEPMIHOIOTIYHUX KaTEeTOPii.

C0BHUKOBHH MeToA 0a3y€eThCsl HA TOUHOMY 30iry
3 BUKOPHCTAaHHSM KOMILUICKCHOI CUCTEMH CJIOBHUKO-
BUX pecypciB 1 Mopdomoriunoi popm. OcHoBy cra-
HOBUTH CIEILIATI30BAaHUNA CIOBHHUK 13 675 CKIIagHUX
TepMiHiB i 1,274 abpeBiaryp, TOTIOBHEHUI CHCTEMOIO
MopdororigyHoro aHainizy yepe3 Stanza NLP pipeline
JUIs1 yKPaiHChKOI MOBH.

ANTOPUTM BKJIIOYAE JICKiIbKAa eTamiB 00poOKH,
MOYMHAIOYM BiJ TEPBUHHOIO MOLIYKY 32 XeIleM,
MIPOIOBXKYIOUYM MOP(OIOTIYHOK HOPMAITI3aIli€r0 st
00pOOKHM BiIMIHKOBUX (OPM 1 YHCIOBHX Bapiallil,
3aKkiH4yyloun OaraTopiBHeBoo ¢inbrpanieto. Ocobnu-
BICTIO IMIUIEMEHTAIli] € BUKOPUCTAHHS OI[IHKU BIICB-
HeHocTi (confidence scoring), ne KOXHHI 30ir oOfi-
HIOETHCS 32 TOYHICTIO BIAMOBIIHOCTI (TOYHUH 30ir =
1,0, mopdosoriuni BapianT = 0,8—0,9) Ta KOHTEKCT-
HOIO BaJIIIHICTIO Yepe3 aHali3 cycignix ciiB. Takuit
miaxix 3abe3mnedye BUCOKY TOUHICTH 32 30epeKeHHS
MPUHHATHOTO PiBHS BUSIBICHHS AJ1s1 JOOpe MpeacTas-
JICHHUX y CJIOBHHUKY KaTeropiil TepMiHiB.

dinanbHa cUCTEMa MOEAHY€E NepeBard BCiX OIMU-
caHux MetofiB yepe3 weighted ensemble architecture
3 TMHAMiYHUM PO3IMOIIIOM Bar 3aJieKHO BiJ| Xapak-
TEPUCTHK KOHKPETHOTo BMIIAAKy. ba3oBi Barm cra-
HoBIsATh BERT fine-tuned mozens (0,5), BunaakoBuit
Jtic 3 minrBictuyHUME 03HakaMu (0,3), CJIOBHUKOBHIA
miaxiz (0,2).

Oco0IMBICTIO CUCTEMU € aJallTUBHI Baru, Ji¢ Baru
KOMIIOHEHTIB KOPETYIOTHCSl 3aJIeKHO BiJl Xapakre-
PUCTHUK TEKCTY, OCKUIBKM JJIsl TEXHIYHMX TEKCTiB
nigsumryerbess Bara BERT wmopeni, st 3araibpHOI
JIEKCHKH — CIIOBHMKOBOTO Miaxony. Takuii MexaHi3m
3a0e3redye MIIHICTh CHCTEMH JI0 Pi3HHUX THUIIIB KOH-
TEHTy Ta TMOKpallye 3arajbHy SKiCTh Kiacudikamii
TEpPMiHiB.
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Hocaimkenus OasyBaiiocss Ha TpaHC(POpMEpHii
apxiTekTypi youscan/ukr-roberta-base, momnepeaHbo
HaBYCHI Ha YKpPaiHCBKOMOBHOMY KOPITyCi 00CSToM
7,8 rirabaiita. ApXiTeKTypHE pilleHHs nependavyano
IHTETpaIlifo  Cremniaai30oBaHoro  KiacugikaliiHOTo
MOAYJS IJIsi PO3II3HABAHHS IMEHOBAaHMX CYTHOCTEH
Ha piBHI TOKEHIB 13 3aCTOCYBaHHSIM TPHUKIACOBOI
cxemu MapkyBanus (B-TERM, I-TERM, O).

[Mpouenypa monaBuaHHs 3IifiCHIOBaiacs 3 Koe-
¢inienTom HaBuanHs 2%107° Ta po3mipom makety 16
3pa3kiB. MakcuMasbHa JOBKUHA BXIJTHOI ITOCIIiIOB-
HOCTi Oyna oOmexxeHa 512 toxeHamu. HaBuanpHui
npouec TpuBaB mpoTsarom 10 emox i3 pearnizamiero
MEXaHi3My JOCTPOKOBOTO MNPUIMHEHHS 3a JOCAT-
HEHHS MiHIMaJbHOTO 3HaueHHs (yHKUii BTpaT Ha
BaJIiaidHii BUOIpIIL.

Knacugikarop s BUIaAKOBOTO Jicy 0a3yeThCs
Ha 14 choemiami30BaHUX JIIHTBICTUYHUX O3HAKAaX,
aJanToOBaHUX A YKpaiHChKOI MopQoIorii, sK-OT
JOBXXKHMHA CJIOBA, KUIBKICTh IOBTOPIOBAHUX CHM-
BOJIiB, MaKCHUMajlbHa JOBXKHHA TOBTOPY, KUIBKICTbH
TOJIOCHUX, KiJIbKICTh PUTOJIOCHUX, CITiBBIHOIICHHS
TOJIOCHUX, KUTBKICTh TU}P 1 CriemiaJbHUX CHMBOJIIB,
MO3MLINAHI XapaKTEPUCTHKH, KIUIBKICTh CJIEHTOBUX
MarepHiB, KaTeropiajbHi O3HAKHU JOBKUHH Ta CIiB-
BIJTHOIIIEHHS CUMBOJIIB.

OuiHioBaHHS TPOBOAWIIOCA 33 CTaHAAPTHUMH
METpHUKaMH JJs 3aBaanb sequence labeling: Precision,
Recall ta Fl-score ans xoxHoro knacy (B-TERM,
I-TERM, O) 3 Mikpo- Ta MaKpOycCepeIHEHHSM.
JlomaTkoBO BHIMIpIOBAalUCS MIBHIKICTB iH(EpeHCy
(TOKeHIB/CeKyH/1a), pO3MIp MOJEi Ta CIIOKWBAaHHS
nam’sTi A71sl OLiHIOBAHHS MPAaKTHYHOT 3aCTOCOBHOCTI.

[NepeBipka 3uilicHroBanacsa uepe3 S-fold crparu-
¢ikoBaHy KpocC-BamiJamil0 3 MiATPUMKOIO OajaHCy
KJIACiB y KO)KHOMY 3ruHi. CTaTUCTUYHA 3HAYYIIICTh
PI3HHIIB Mi>K MOJETISIMH TIEpEBIPsLIIACS 3a JOTIOMOTOIO
napHUX t-TecTiB 3 momnpaBkoo bodeponHi mis MHO-
JKUHHUX TOPiBHSHB [11].

Pesyabratn Ta anamis. PesynsraTu nemoHCTpy-
I0Th 3HAuHI BiAMIHHOCTI y TPOAYKTHBHOCTI METO-
JB 3aJIe)KHO BiJl apXiTeKTYpHHUX OcoOIMBOCTEH Ta
HiAX0aiB 10 0OpOoOKM YKpaiHCHKOi TEpPMiHOJIOTII.
Haiikpaii pe3yasrard 3a KOMIUIEKCHUM KPUTEpieEM
Fl-score nemonctpye ancamOieBuid minxin (0,847),
o e(heKTUBHO MOEJHYE CHIIbHI CTOPOHH BCiX 0a30-
Bux MetoniB. BERT fine-tuning mnoxkasye npyruii
pesynbrar (0,835), IeMOHCTpPY€ MOTYXHICTh KOHTEK-
CTyaJIbHOTO PO3YMIHHS AJIsl TEPMIHOJIOTIYHOI KI1acH-
¢ikarii. BumagkoBuii Jyic 3 JIHTBICTHYHUMH O3Ha-
kamu pocsirae Fl-score 0,774, mwo € npuiHATHUM
PE3YNBTATOM JUTsl IHTEPIIPETOBAHOI MOJIENI 31 MIBUJ-
KHM TIPUITYIIEHHSAM (TuB. Taom. 1).

CroBHMKOBUH TIiIXiJ XapaKkTepHU3yeTbCs Haid-
Bumioto TouHicTio (0,886), 1m0 3yMOBIIEHO JETEpMi-
HICTUYHOIO NIPUPOAOI0 TOYHOTO 3icTaBieHHs. [Ipote
piBenb BusBneHHs (0,643) oOMeXEHHH MOKPUTTAM
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Tabmung 1

3arajibHA NPOAYKTUBHICTH AJTOPUTMIB BUSIBJICHHSI TEPMiHiB

Metog Precision Recall F1-Score Accuracy HIBuakicTs (Tokenis/c) | Po3mip moxeti
BERT Fine-tuning 0,847 0,823 0,835 0,891 1,247 467 MB
Bunankosuii ic 0,792 0,756 0,774 0,834 8,934 12 MB
CIIOBHUKOBHH IOIIYK 0,886 0,643 0,744 0,812 12,450 3,2MB
AmncamOeBHi miaxis 0,861 0,834 0,847 0,903 2,156 482 MB

CIIOBHHKOBHX PECYpCiB, 0COONMBO Ui HOBHX TEp-
MiHIiB 1 MOp(OJIOTiYHUX BapiaHTiB M03a CIIOBHUKOM.
Came Takuit qucOanaHc TUIIOBHHU [T CHCTEM, 3aCHO-
BaHMX Ha IpaBUJIaX.

CJOBHUKOBMH TiAXil JEMOHCTPYE HaHBHILY
mBHIKICTH 00poOku (12,450 TokeHiB/c) uepe3 ore-
pauii IpocTOro MomyKy Ta BiJCYTHICTh CKJIaJHHX
obuucnenb. BunankoBuii jiic mokasye Apyruii pesysib-
tar (8,934 TokeHiB/c) 3aBAsKH €(EKTHBHOCTI Jepe-
BomoniOHO1 apxitexTypu Aisi BucHoBKiB. BERT fine-
tuning, He3BaXkarouM Ha HAHOIIBIINHA PO3Mip MO,
3a0e3neuye NpUHATHY MWBHAKICTE (1,247 Toke-
HIB/C) AJISl 32aCTOCYBaHHS B PEXKHMMI PEaNTbHOTO Yacy.
AHcaMONneBHH MiAXiA MOKa3ye MPOMiKHY HIBHIKICTb
(2,156 TOKeHIB/C), 1110 € KOMIIPOMiCOM MiX TOUHICTIO
Ta MPOAYKTUBHICTIO.

[MapHi t-rectn 3 mompaBkoto boHdeponHi min-
TBEPIKYIOTh CTAaTUCTHYHY 3HAUYLIICTh Pi3HUIb MK
ycima metogamu 3a Fl-score [11]. HaiiGinbmii Bij-
MIHHOCTI CIIOCTEPIrarOThCsl MIXK ITiJIXOJJaMH, CTBO-
penumu Ha 6a3i BERT Ta ClIOBHUKOBOIO CHCTEMOIO,
0co0IMBO 3a piBHEM BHsBICHHS (recall) MeTpukoro.

BapTo 3a3HaunTH, 1110 OIiHKA BaKJIMBOCTI TEPMiHA
JUIS TOKEHA t OOUUCITIOETBCS 32 POPMYIIOI0 JiHIHHOT
KOMOIHaIli1 MPOrHO3iB 0a30BUX KIACH(IKaTOPIB:

W(t) = w1 x Pi(t) + w2 x Pa(t) + ws x Ps(t),

ne Pi(t) = P_BERT(t) — imoBipHicTh knacudikamii
TOKEHA SIK TePMiHa TPaHC(HOPMEPHOIO MOIEILIIO; Pa(t)
=P_RF(t) — iMmoBipHicTb Knacuikaropa BUIIaJAKOBOTO
Jticy 3 miHrBicTHyHUME 03HaKamu; Ps(t) = P_DICT(t) -
OiHapHMI 1HIUKATOP CIIOBHUKOBOTO 30iry; Wi — HOpMa-
JIi30BaHi BaroBi koedimieHTn (W1 + w2 + ws = 1),

ba3oBi Barm BCTaHOBIIOIOTHCS 3TIJHO 13 MPO-
JYKTUBHICTIO KOXKHOTO METOJy Ha BalliJailiiiHOMY
Haoopi: w1 = 0,5, w2 = 0,3, ws = 0,2. 3Ha4eHHS BiJI0-
OpakaloTh €MITIPUYHO BCTAHOBJICHY i€papXil0 TOY-
Hocti, a came BERT fine-tuning nemoHctpye Haii-
BUIILy KOHTEKCTyaJlbHY Yy TJIHBICTh, BUIIAIKOBUH JIiC
3a0e3neuye cTablIbHICTh Yepes JIHTBICTUYHI O3HAKH,
a CJIOBHUKOBHMI IiJIXiJl HAaJla€ BUCOKY precision s
BiJJOMHX TEPMiHiB.

JleTanbHuii aHaii3 BaKIMBOCTI 14 JMIHIBICTHYHHX
O3HaK JIJIs KJTacu(iKaTtopa BUIIAAKOBOTO JIICY BUSBIISIE
crierdivHi XapaKTEpPUCTUKH YKPATHCHKOT TEPMiHOJIO-
FIYHOT JISKCHKH. Y JIOCHIJKEeHHI OyJi0o JOBEIECHO BaX-
JIMBICTB JJIS1 KOXKHOT 03HAKH, TPOTE PO3IISTHEMO JISSIKI 3
Hux. JlomkxuHa ciosa (BaxumBicTs = 0,234) BusiBUIaCS
HAWIOTYKHIIIMM JAUCKPUMIHATOPOM JJIsl YKPaTHCHKOT
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TEPMIHOJOTIT. AHaJIi3 PO3MOMALTY MOKa3ye, IO yKpa-
THCBKI TEPMIHM MarOTh OIMOJAJILHUI PO3MOILT JIOB-
JKMHH, 30KpeMa KOpoTKi abpeBiaTypu (3—5 cMMBOIIB)
Ta A0Bri ckiaaHi TepMinm (8—15 cumBomis). Cepenust
JIOBXKHMHA TePMiHiB (9,4 CUMBOJTY) 3HAYHO TICPEBUIILY€E
3arajbHOBXKMBaHI cioBa (6,1 cumBoiy). CriBBigHO-
nreHss ronocHux (0,189) BinoOpaxae honeTnuHi oco-
0aMBOCTI yKpaiHCHKOT HAYKOBOT TepMiHOJOT11. YKpaiH-
CbKI TEPMIHM YaCTO MAalOTh HU3bKE CITIBBIJIHOLICHHS
rosocaux (0,42), 0COOIMBO 1€ TIOMITHO JUISI TEXHIY-
HUX TEPMiHIB Ha KIUTANT «KpUOTOrpadis», «airo-
puT™M», «rpotokom». CrieinHomieHHs: OykB (0,156)
e(eKTUBHO BiJPi3HSE CHpaBKHI TEPMiHHU BiJ aOpesi-
aryp 1 CUMBOJIHHUX I03Ha4eHb. UMCTI TepMiHH, 110
CKJIA/IAIOTHCS JIUILIE 3 JIITEP, MalOTh BUIIUI MPIOPUTET
MOPIBHSHO 31 3MiIIAHUMH KOHCTPYKIIISIMH, 1[0 MICTSTh
dpu UM crieniaibHi CHMBOJH.

Kopersitiiinuii aHasi3 BUSBUB CHJIbHI 3B SI3KU MIXK
MOB’SI3aHUMH  O3HAKaMHM, OCKUIBKH JIOBKHHA CJIOBa
KOpEJTIo€ 3 KUIbKICTIO mpuroniocHux (r = 0,84) i romno-
caux (r = 0,78). OcobmBo e(heKTUBHUMH BHSBHIINCS
KoMOIHaIl TaKuX O3HAK, SIK JOBXHHA Ta CIIBBIIHO-
IICHHS TOJIOCHUX ISl TEXHIYHUX TEPMiHiB, HasIBHICTb
mdp 1 cnermianbHi CUMBOIH 1 (POpMAaTbHUX TIO3HA-
YeHb, MOP(OJIOTIUHI 3aKiHYSHHS IS KIIACHYHHX HayKO-
BUX TepMiHIB. BUKOpHCTaHHS yKpaiHCHKOTO BOKAJi3MY
«aeeuiioyros» JUIsl PO3PaxyHKy CITiBBITHOIIEHHS TOJIO-
CHHUX BHSIBIJIOCS. KPUTUYHO BKIMBHM. EKCIIepUMeHTH
3 JIATHHCHKUM Ha0OPOM TOJIOCHUX TOKa3aJIy 3HWKEHHS
F1-score na 0,043, 110 miaTBepuKy€e HEOOXIHICTh MOB-
HO-crienr(IvHOT aanTarlii JIIHrBICTHYHHUX O3HAK.

[TopiBHSHHS 3 IHIIMMHU JTOCITI/HKEHHSIMU MTOKA3ye,
mo crenudika YKpaiHChKOI MOBH CTBOPIOE JIOJIAT-
KOB1 BUKJIMKHU i BUsiBlicHHs TepmiHiB [4]. CTBo-
peHa riopuaHa cucrema nocsria Fl-merpuku 0,847,
TOJII SIK aHCaMOJIeBa MOJIE/Ib aBTOPIB JJIs aHIIIHCHKOT
MOBH T10ka3aiia 0,388, 1110 MOSICHIETHCS HE JIUIIIE Pi3-
HUIICIO B TIOCTAHOBIII 3aB/iaHb (BUSBJICHHS TCPMIHIB
MPOTHU 3arajbHOTO CIPOIIEHHS), aje i Mopgoioriv-
HOIO CKJIAJIHICTIO YKpaiHChKOi MOBH, Sika MOTpely-
Bana iHrerpamii Stanza NLP pipeline ta ninBumma
TOYHICTH CJIOBHHKOBOTO Tiaxoay Ha 23%.

Bapro 0inbin eTanbHO MpoaHasi3yBaTh IOMUIKH
knacugikanii Ha TecroBomy Habopi. Kareropusaris
MOMUJIOK 3JIifICHIOBANacsi 4yepe3 pydyHy IepeBipKy
BUNIaJIKOBO BUOpannx 200 HenpaBWILHO KiIacU(iKo-
BaHHUX TOKEHIB 31 30aJIaHCOBAaHUM BHOIPKOBUM JIOCITi-
JOKCHHSIM TI0 BCiX MeTofax (AauB. Tabm. 2).
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Tabmurs 2
Po3noaisi TuUIiB IOMMJIOK 32 MeTOAAMM
Tun noMuJIKu BERT BunaakoBuii jic Cl10BHUKOBH I AHcamMO0IeBHit

XuOHOMO3UTHBHUH pe3yabTaT

3aranpHoBKHBaHI IT-coBa 23% 31% 8% 19%

Brachi Ha3BK KOMIaHil 18% 12% 2% 11%

AOGCTpaKTHI ITOHATTS 15% 22% 3% 12%

3araJibHi HayKOBi CJI0Ba 12% 18% 5% 9%
XuOHOHEraTUBHMIl pe3yJibTaT

bararocnoBHi TepMiHT 35% 42% 58% 31%

AHITIOMOBHI TepMiHH 28% 38% 72% 25%

Mopdortoriuni BapiaHTH 22% 15% 45% 18%

HoBi/piaxicHi TepMiHK 15% 5% 38% 26%

AHani3 XWOHOMO3WUTHBHOTO pe3yJibTaTy TIOKa-
3aB, W0 3arajbHOBKMBaHi IT-cli0Ba CTAHOBIISATH
HaWOIBITY KaTETOPII0 TOMUJIOK IJIS TPaIULlIHHUX
MeToziB. ClloBa Ha KIITAIT «IIPOrpaMay, «CHCTEMay,
«IOKYMEHT», «iH(opMmalis», MaloTh MOPQOIOTivHI
XapaKTEPUCTHKH TEPMiHIB (IOBXKHMHA, 3aKiHUCHHS),
ajie € 3aHa/ITO 3arajTbHUMU IS Kiacupikarii sk cre-
nudiaaa TepMiHonori;{ Bunaakoswmii jic 0co0nmmBO
CXWJIIBHMHA 110 Takux moMuiok (31%) uepes ¢oxyc
Ha TIOBEPXHEBHX JIHIBICTHMHHUX O3HAKax 06e3 cemaH-
TUYHOTO PO3yMiHHs. BracHi Ha3BM KoMIaHii (KOoM-
nanii “Microsoft”, “Google”, “Apple”) nmomuikoBo
KIACU(IKyIOThCS SIK TEPMIiHH 4Yepe3 iX TMOsBY B TEX-
HigHUX KoHTekcrax. BERT mokasye Bumuii piBeHb
Takux oMuiok (18%) aepes 'KOHTEKCTyaJIbHi acoLli-
arfii, Toml SIK CJIOBHMKOBHH ITiIX1]T e(beKTMBHo binb-
Tpy€ uepe3 Creliani3oBaHui CTON-CIUCOK ciB (2%).

AGCTpakTHI  MOHATTA  («METOA»,  «IPOLECY,
«pe3ynbrar») CTBOPIOKOTH BUKIMK JUISL BCIX METO-
IiB 4epe3 JBO3HAYHICTh, a/DKE BOHH MOXYTh OyTH
SK 3arajJbHOBXMBAHUMH CIIOBAMH, TaK 1 TEpPMiHAMH,
3aJICKHO BiJl KOHTEKCTY. BuraakoBwii Jic JEeMOH-
CTpY€ HaWBUILMI PiBEHb TAKUX MOMUIIOK (22%) uepes
HEMOXKIIUBICTh BPaxyBaTy CEMaHTHUYHUI KOHTEKCT.

AHani3 XHOHOHEraTUBHOTO PE3YNbTaTy ITOKa3ye,
o OaraTocCiiBHI TepMiHH («MAaITUHHE HABYAHHSY,
IITYYHHHA 1HTEJIEKT», «00poOKa IPUPOAHOT MOBI/I»)
CTAHOBJIATH HANOUIBIINI BHKIHK JUIsL BCIX METOZIB.
CJOBHUKOBHH MiAXiA MOKa3ye HAWTipIIl pe3yabTaTv
(58%) uepe3 oOMexeHe MOKPUTTS OaraTociiBHUX
KOHCTPYK1ii y cioBHuKax. BERT nemonctpye Haii-
Kpamli pesylbraTi (35%) 3aBISIKH KOHTEKCTyasb-
HOMY PO3YMIHHIO 3B’SI3KIB Mi’K CJIOBaMH.

Mopdomnoriuni BaplaHTI/I TEpMiHIB («KpHUMTOrpa-
(biuHMID», «AIrOPUTMIYHHUID), «IIPOrPAMICTCHKHIT»)
TPOIYCKAIOTCS YePe3 HEJOCKOHAIICTh Mopq)ono—
riyHOi HOpMami3auii. Buraakosuii jiic nokasye Haii-
kpamri pesynbratéd (15%) 3aBOSKHM JTIHTBICTHIHUM
O3HaKaM, 10 BPaXOBYIOTh MOP(HOJIOTIUHI MaTepHH.

Oco0MBYy KaTeropito CTaHOBISTh KOHTEKCTYallb-
HO-3aJIC)KHI TTIOMUJIKH, [T OTHE CJIOBO MOKEe OYTH Tep-
MIHOM B OJJHOMY KOHTEKCTI Ta 3arajJhbHUM CIIOBOM B
iHmomMy. Hampukinana, «Mepeka» sK KOMI IOTEPHUIH
TEPMiH IPOTH «MEPEXkKay» y 3aralbHOMY HOHSTTI 3B’ 513-
kiB. BERT nokasye Haiikpalily 31aTHICTb pO3PI3HATH
TaKi BUMAIKA 3aBJIKA MEXaHi3MaM y3TO/DKEHHSI, aje
Bce 1€ JeMOHCTpye 12% moMuiIoK y IMii Kareropii.
TpaauuiliHi METOnM MPAKTUYHO HECTIPOMOXKHI BHUPI-
IIyBaTH TaKi HEOJHO3HAYHOCTI 0€3 JI0JJaTKOBUX MOXK-
JMBOCTEH aHaJi3y KOHTEKCTY.

BucHoBku. [lopiBHANBHMI aHaNi3 YOTHPHOX
MiIXOMIB JO3BOJIWB BUAMATH (GYyHIAMEHTaJIbHI
KOMITPOMICH MiX TOYHICTIO, IHTEpPIIPETOBAHICTIO Ta
00YHCIIIOBAIBHOI €(MEKTUBHICTIO IS BUSBICHHS
yKpaiHCcbKkoi Tepminosorii. OTpuMaHi pesyibraTH
HiATBEPAKYIOTh, 1[0 BUOIp ONTHUMAaIbHOTO METOIY
3aJIeKHUTD BiJl ClieqU(IUHUX BUMOT 3aCTOCYBAaHHS Ta
JIOCTYITHUX PECypCiB.

VYHacmigok doro Oyna OOIpyHTOBaHAa Ta pPO3po-
OseHa TiOpHJiHA CHUCTEMa BHSBICHHS TEPMIHIB B
YKpaiHChKOMOBHHX TEKCTaX JUIsl 3a0e3reueHHs KOT-
HiTHBHOI AoctynHocTi. JlocnmimkeHHs poOOTH sKOi
JTIO3BOJIMIIO BUSIBUTH CIIEIU(i4HI 0COOIMBOCTI BHU3HA-
YeHHs TePMiHIB B YKpaiHCHKili MOBi. Mopdomoriuna
BapiaTHBHICTh 3HAYHO YCKJIAIHWIA TOYHE 3iCTaB-
neHHs 31 cioBHUKamu. Buxopucranas Stanza NLP
pipeline anst Mopdornoriunoi Hopmamizamii Mmokpa-
HIMJIO PiBEHb BUSBICHHS ISl CIIOBHMKOBOTO ITiAXOY
Ha 23%, aJie BCe IIe 3aJIMIIaE 3HaYHI MPOTAIMHU IS
piakicHEX (OpM Ta HEOJIOTI3MIB.

Jlo mepcriekTB MaiOyTHIX TOCHTIIKEHb BiITHO-
CHUMO PO3POOJICHHS iEpapXiYHUX CXeM OaraTopiBHE-
BOTO KJIACH(IKAaTopy, 110 JO3BOJIUTH KpAlle BPaxo-
BYBaTH PiBHI TEPMiHOJIOTIYHOI CKIAJHOCTI, a TAaKOX
YAOCKOHAJICHHS  KOHTEKCTYaTbHOIO ~MOJICITIOBAHHS
LUISIXOM IHTErparlii KOHTEKCTY Ha PIBHI JAOKyMEHTa
JUTST OUTBII TOYHOTO BH3HAYEHHS TEPMIHIB 3aJIEKHO
BiJl KOHTEKCTY.
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