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Y poboTi mpencTaBieHO METOAOJIOTII0 JO aJalTHBHOTO YHCEIBHOTO
MOJICTIOBAHHS CKJIaJHUX (Di3MYHUX MPOLECIB i3 BUKOPUCTAHHSAM METOAIB
MalIMHHOTO HaB4yaHHSA. OCHOBHA yBara 30Cepe[KeHa Ha iHTerpamii
OararorapoBiUX HEHPOHHUX MEPEX 1 AITOPUTMIB HABYAHHS 3 IMiJKPIIICHHIM
y LHUKJI YHCEIBHOTO PO3PAaXyHKYy 3 METOI0 JOCSTHEHHS ONTHMAaIbHOTO
0amaHCy MIX TOYHICTIO Ta OOYMCIIIOBAIbHUMM BUTpaTaMH. 3alporoHOBaHA
apxiTekTypa rmnepeadavyae TOEJHAHHA TOMNEPEJAHBOTO  MPOTHO3YBAHHS
napaMeTpiB JTUCKpeTH3allii 3a JOMOMOTOK HeWpoMepexki Ta JUHAMIYHOI
KOPEKIil [IUX MapaMeTpiB areHTOM MiJIKPIIUTIOBAIbHOTO HaBYaHHSA. Y poOoTi
c(OpMyTHOBAHO MaTeMaTHYHY ITOCTAHOBKY 3a/adi, 1[0 BPAXOBYE MOXHOKY
YHCENTbHOTO PO3B’SI3Ky Ta BapTICTh OOUYHCICHb, PO3POOIEHO (YHKIIIO
BuHaropoan g RL-arenta Ta moOygoBaHO ONOK-CXeMy IHTETPOBAHOI
apxiTekTypu Ha ocHOBI anroput™my PPO.

Ampo0artis apXiTeKTypy BUKOHaHa Ha TECTOBHX 3ajJjadaX TEIUIONPOBiIHOCTI
B HEOIHOPITHOMY CEpEIOBHINI Ta XBHJIHOBOTO DIBHSAHHS B OOMEKCHIiH
obmacti. Pesynprarté mokasanm, mo BUKOpUCTaHHs amantuBHOi MLP + RL
ApXITEKTypH JO3BOJISE€ 3MEHIIUTH MOXHOKY oOumcieHb no piBHA 1,2—1,6%
32 CKOPOYEHHS Yacy BHKOHAHHS B 6—8 pa3iB MOPIBHAHO 3 BHCOKOTOYHHUMHU
CTAJIOHHUMU piIeHHsIMHU. [IOpiBHSAHHS 3 PIBHOMIPHOIO CITKOIO IiATBEPIHIIO
CYTT€BE MiABHIIECHHS €(EKTUBHOCTI po3pobieHoro Meroxy. OTpumani JaHi
CBiYaTh MPO MOXKIIMBICTH ABTOMATHYHOTO 30CEPEPKCHHS OOUHCIIOBATIBHIX
pecypciB y KpUTHYHHX 30HaX Ta 30€peKeHHs MPUIHHITHOT IBUAKOIIT B O1IBII
OJTHOP1THUX 00JIACTSIX.

OTxe, iHTETpAallis METO/IiB MAIIIMHHOTO HABYAHHSI B YUCEIILHOMY MOJICITFOBAHHI
BiZIKpUBA€ TICPCTICKTHBH CTBOPEHHS YHIBEPCANbHUX aJaITUBHUX aJTOPUTMIB,
3MAaTHUX  3a0€3MEeYUTH BHUCOKY TOYHICTH 0€3 ICTOTHOTO 3POCTaHHS
o0uncaroBanbHUX BHUTpaT. [loganmpmimii po3BUTOK pPOOOTH TOB’S3aHUM 13
BUKOPUCTAHHAM (i3muHO opieHTOBaHMX HelipoHHHX Mepexk (PINNs) Tta
po3urpeHHsaM anpoOarii Ha GaraToBUMIpHI i HETiHINHI CHCTEMH.
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This work presents a methodology for adaptive numerical modeling of
complex physical processes using machine learning methods. The main
focus is on integrating multilayer neural networks and reinforcement learning
algorithms into the numerical computation cycle to achieve an optimal balance
between accuracy and computational cost. The proposed architecture combines
preliminary prediction of discretization parameters by a neural network with
dynamic correction of these parameters by a reinforcement learning agent. The
mathematical formulation of the problem, which accounts for the numerical
solution error and computational cost, is introduced; a reward function for
the RL agent is developed, and a block diagram of the integrated architecture
based on the PPO algorithm is constructed.

The architecture was tested on benchmark problems of heat conduction
in a heterogeneous medium and the wave equation in a bounded domain.
The results demonstrated that the adaptive MLP+RL architecture reduces
computational error to the level of 1,2—1,6% while decreasing runtime by a
factor of 6-8 compared to high-precision reference solutions. Comparison
with a uniform grid confirmed a significant increase in the efficiency of the
developed method. The obtained data indicate the ability to automatically
concentrate computational resources in critical zones while maintaining
acceptable performance in more homogeneous regions.

Thus, the integration of machine learning methods into numerical modeling
opens prospects for creating universal adaptive algorithms capable of providing
high accuracy without a substantial increase in computational costs. Further
work is associated with the use of physics-informed neural networks (PINNs)
and extending testing to multidimensional and nonlinear systems.

Beryn. YncenbHe MOEIIOBaHHS € OAHUM 13 KITIO-
YOBHX IHCTPYMEHTIB Cy4YacHOI HayKd W iH)KeHepii.
Bono 3acTtocoByeTbest 11l aHAi3y TEMJIOBUX, XBU-
JILOBHX, T1IPOAMHAMIYHHX 1 €JIEKTPOMArHiTHUX TIPO-
LIECIB, 5Kl CKJIagHO a00 HEMOXKIIMBO JOCIIIUTH €KC-
nepuMeHTanbHo. [IpoTe oaHNM 13 TOJIOBHUX BUKIIMKIB
3aITUTIAETHCS KOMITPOMIC MK TOYHICTIO PO3paxyHKiB
1 OOYMCITIOBATFHUMH BUTPATAMHU.

TpaauuiitHi aJanTUBHI METOIN — JIOKAJIBHE 3TY-
meHHs citku [1], 3MiHa KpoKy iHTerpyBaHHsA [2],
OI[iHKa TTOXMOKH — 3/IaTHI MiJBHUIYBAaTH TOYHICTH,
OJJHAaK BOHHM OOMEXEH1 )KOPCTKUMH €BPUCTUUHUMHU
npaBuwiamu. Lle nmpu3BoauTs 1o Toro, mo B Oara-
THOX BUIAJKaX OOYMCIIIOBaJIbHI pecypcu BUTpaya-
I0TbC Hee(EKTUBHO. Y LbOMY KOHTEKCTI METOAH
MalMHHOTO HaB4yaHHA (mani — ML) BimkpuBaroTh
HOBI nepcriekTrBy [3]. BoHu garoTh 3Mory aBTOMa-
TUYHO BU3HAYaTH ONTHUMAaJIbHI HapaMeTpy YUCEIb-
HOTO pO3paxyHKy [4], TIpOrHO3yBaTH TOBEIIHKY
cuctemH [S] Ta KepyBaTH MpoIecoM ananrarii [6].
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Oco0nrBHUi iHTEpeC CTAHOBUTH 3aCTOCYBAHHS HAB-
4yaHHA 3 miakpimiaeHasaM (nani — RL) [7], ne areHt
B3a€EMOJII€ 13 YHCEIHHOI MOJIEIUII0 SK i3 Cepeo-
BUIIEM 1 HABYAETHhCS YXBAIIOBATH PIIICHHS, MO
3MEHINYIOTh MOXHUOKY 33 30epe)KEHHS MPOTYKTHB-
HocTi. MeTa Ta 3aBnanHs. Merta poboTHu — Jocii-
JIUTH MOXKITMBOCTI BIIPOBA/KEHHS METO/I1B MaIUH-
HOTO HaBYaHHS, 30KpeMa HEHPOHHHUX Mepex i
aNTOPUTMIB HaBUAHHS 3 MiIKPIMJIEHHAM, y TIPOIIEC
aIanNTHUBHOTO YUCEIHLHOTO MOAEIIOBAHHS CKJIATHUX
(i3WYHUX TIPOIIECIB, OIIHUTH IXHIO €(EeKTHBHICTh
Ha TECTOBUX 3aJ1auax TEIIOMPOBITHOCTI i XBHIILO-
BOI IMHAMIKH.

3aBJaHHs J10CIIIIKCHHS:

— TIpoaHaNli3yBaTW CydYacHI aJanTHBHI YHCENbHI
METOM, BUSHAYUTH TXHI OOMEKEHHs B OajlaHCl MIX
TOYHICTIO 1 O0YHCITIOBAIEHUMH BUTPATaAMH;

— po3pobutu MareMaTHYHY MOCTAaHOBKY
3a/1adi, M0 MOETHYE KPUTEPii TOYHOCTI YMCEITHFHOTO
PO3B’sI3Ky Ta BapTiCTh OOYNCIICHB;
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— CTBOPHUTH apXiTEKTypy HEHPOHHOI Mepexi Iis
IIPOTHO3YBAaHHS ONTUMAaJbHUX MapaMeTpiB CITKH Ta
YacOBMX KPOKIB Ha OCHOBI JIOKQJIBHUX XapaKTEpHC-
TUK (HI3MIHOTO TIOJIS;

— peaizyBaTH areHT HaBYaHHS 3 MiJAKPIIJICHHIM
JUTS. IMHaMI9HOTO BHOOPY TTapaMeTpiB JUCKpeTH3allii
Ii] 9ac YUCEeIIbHOTO MOJEIIOBAHHS;

— iHTerpyBaru HeWpoHHY Mepexy Ta RL-amro-
PUTM Y €IMHUN aalTUBHUM LIUKJI MOAETIOBAHHS;

— TIPOBECTH ampoOaIlito po3podIeHOi apXiTek-
TYPH Ha TECTOBHX 3aJla4aX TEMJIONPOBIIHOCTI B HEO-
JHOPIJTHOMY CEPEIOBHILI Ta XBUJIbOBOTO PiBHSHHS B
oOMesKeHil 001acTi;

— TIOPIBHATH OTPUMaHI Pe3yJIbTaTH 3 €TaJIOHHUMU
YHCEIbHUMH PO3B’I3aHHIMH Ta TPAIULIHTHUMHI METO-
JaMU TS OIIIHIOBaHHS TOYHOCTI, MPOJAYKTUBHOCTI i
e(heKTUBHOCTI.

Orusa JitepaTypu. AJanTUBHI YUCEITbHI METOIH
[I0YaJId aKTUBHO PO3BHBATHUCS Y IPYTiH OIOBUHI XX
CT. Yy BIANOBIIs Ha MOTpPeOy IiJBUIICHHS TOYHOCTI
po3paxyHKiB 0e3 iCTOTHOTO 30iNBIICHHS OOYHCIIO-
BaimbHUX BHUTpar. OgHUM i3 0a30BHX HANpsMIB CTaB
METOJ JIOKAIBHOTO 3ryieHHs ciTku (Adaptive Mesh
Refinement (maxi — AMR)) [8; 9], mo go3BoJsie mera-
JizyBatu 00MacTe OOYMCIICHb JIUINIE B THUX 30HAX,
JIe CIIOCTEPITaroThCs BEJIMKI TPAJI€HTH YU CYTTEBI
3MiHH PO3B’s3Ky. [lapanenbHO BIOCKOHATIOBAJIMCS
aJlauTHBHI METOAM IHTETPyBaHHs, Cepel SKUX Kia-
CHUYHHMM MPHUKIAAOM € aaroputmu Pynre — Kyrru 3
aBTOMaTuYHUM BHOOpOM Kpoky [10]. [Hmmm Baxmm-
BHM TI1/IXO/IOM CTaJId MYJIbTUTPi0B1 MeToau [11], siki
MMOETHYIOTh PO3B’SI3KH, OTPUMAaHI Ha PI3HUX PIBHSIX
JUCKpeTH3allii, 3a0e3rneqyoTh e(heKTUBHE MPHUCKO-
peHHs 301KHOCTI.

3 mouarkom XXI cT. B 4UCETbHOMY MOZEITIOBaHH1
3’SBUJIMCSI METOAM, IO IHTETPYIOTh MOXKIMBOCTI
MAIIMHHOTO HaBYaHHs. 3HA4YHY yBary MPHUBEPHYIH
Physics-Informed Neural Networks (manxi — PINNs)
[12], me ¢izuunHi piBHAHHS O€3MOCEPENHBO BKIIFO-
YalThCsl 10 (QYHKUI{ BTpaT, IO JO3BOJIE HABYATH
MEpexXy pOo3B’s3yBaT TU(EpeHIlianbHI pPiBHSIHHSA
0e3 TpaamIiiHOI nucKperH3amii. [HIIMM HampsMom
CTaJI0 BUKOPHCTAHHS aBTOCHKOJIEPIB 1 FeHEPaTUBHUX
3MaraiibHuX Mepex (mami — GAN) ans ampokcuma-
1ii ckmagHuX OaratoBUMIipHUX pimieHs [13; 14], oo
Ba)XXKO MiAJAIOTHCS KJIACMYHOMY YHCEIbHOMY aHa-
mi3y. OkpeMy TUIKY CTaHOBJISITH METOAM, 3aCHOBaHI
Ha HaBYaHHI 3 MiAKpireHHsM, ne RL-arenTu 3miii-
CHIOIOTh BHOIp mapameTpiB CITKM Ta KPOKYy dYacy y
nporeci 0OYMCIeHHS, [TOCTYIIOBO HABYAIOUUCh 3HA-
XOOUTH KOMIIPOMIC MIK TOYHICTIO Ta HPOXYKTHB-
Hictio [15; 16].

[lorpu 3HauHi TOCATHEHHS, ICHY€ HHM3Ka HEBHPI-
meHux npobnem. Ilo-nepmre, GuIbLIICTE 3aIIPOIOHO-
BaHMX METOJIB € JIOKAJbHUMHU Ta 100pe MpaLioloTh
JIMILIE U1 KOHKPETHOTO KJIacy 3ajad, 10 OOMEeXye
ixHI0 yHiBepcanpHicTh. [lo-apyre, MeToau Ha OCHOBI
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MAIIMHHOTO HAaBYAaHHS 4acTO MOTPEOYIOTh BEIMKUX
00CsriB JaHUX AJS TPEHYBAaHHSA, TOAL SIK y YHCEIb-
HOMY MOJICJIIOBAaHHI HE 3aBKAM MOXKHA CTBOPUTH
JocrarHid Habip eTasoHHUX pimeHb. llo-Tpere,
HE JIOCUTh PO3POOJCHHMH 3alUIIAOTHCSA TiOpHIHI
METOIH, IO TOEIHYIOTh KJIACH4HI YMCENbHI ajro-
puTMu 13 ML-KOMIIOHEHTaMu AJsl OTPUMAaHHS CTa-
O1TBPHUX 1 y3aralbHEHHX pilllcHb.

VY cykynHocTi i 0OMeXeHHS! (GOPMYIOTH 3amuT
Ha HOBI METOJH, 1110 3/IaTHI Y3TOKCHO IHTEerpyBaTu
MalllMHHE HABYaHHA 3 aJalTUBHUMH YHCEIbHUMH
npoueaypamu. Came TOMy JaHe JOCHIJKEHHs 30ce-
peIKeHe Ha PO3pOOJICHHI METofy, 1o OaszyeThes
Ha HEHpPOHHUX Mepekax 1 aJropuTMax HaBYaHHS 3
MiAKPIIUIEHHSM, 3 METOI0 CTBOPEHHS YHiBepCaJIbHOT
CHCTEMH aJalTHBHOTO MOJEJIOBAaHHS, sika O 3a0e3-
revyBasia IiJBUIICHHS TOYHOCTI 0€3 J10JJaTKOBHX
OOUHUCITIOBAILHUX BUTPAT.

Metoaun Ta Mogmeni. Maremarnune (OpMYIIIO-
BaHHS 3a/1a4i. bazoeoto moodennio|17] po3risaaerses
OJHOMIpHE PIBHSHHSI TEIJIONPOBIIHOCTI HA BiIPi3KY
Q=[0,L] y npomixky yacy ¢ € [0,T]:

Ou o’u
E(x,t)—oty(x,t), (x,t)e(O,L)x(O,T), (D)

13 ITOYAaTKOBOIO YMOBOTO:

u(x,0)=u,(x), X€[0,L], )
IPaHUYHUMH YMOBAaMHU OJIHOTO 3 THIIIB (3a TIOTPeOH —
3MILIAHUMH):

— MHipixne —u (0,7) = g (0), u (L,1) = g,(0);

— Heliman — a—”(o,t):qo(t), 6—”(L,t):qL(t).
ox Ox

Koedimient TemmonposinnocTi o > 0 y 6a3oBiit
MIOCTAHOBLI BB@KAEMO CTAJIMM; Y3arajJbHEHHS Ha
0. = a(x) pO3TISTHYTO /1ajli B TEKCTI.

Jnsa Baminamii Ta moOyIOBH €TaIOHHUX PO3B’S3-
KiB KOPUCHHM € BUTIQJIOK OJHOPiTHUX yMOB Jlipixite
u(0,f) = u(L,f) = 0 Ta TMagKOi OYAaTKOBOI YMOBH 3
po3kiagoM y psaa Oyp’e:

) L
ur=3 Ake,u(wmsin(%} 4, =% j uo(ﬁ)sin(%kéjd&. 3)
k=1 0

Lett aHaTITHIHUA BHpa3 BUKOPHCTOBYBATHMEMO
SIK U, TaM, JIe 1€ MOXJIHBO; IHaKIIIe U, bhopmyemo
SIK BHCOKOTOYHHMU (HAATOHKA CiTKa/Maauii KpOK)
YUCETHLHUN PO3B’SI30K.

3py4HO BBeCcTH O€3po3MipHi 3MiHHI X' = X/L,
t=t/T, Toxi 6e3po3mipHuii mapameTp Dyp’e:

Fo= ﬁtz > (4)
(Ax)
BiJIITPA€ KIIFOYOBY POJIb y CTIHKOCTI SIBHUX CXEM.

Juckpemusayia. Po3io’emo [0,L] vHa N iHTepBa-
B piBHOI JoBXUHEU Ax = L/N 3 Bysnamu X, = i AX,
i=0,...,N,a[0,T] — ma M xpokiB At = T/M 3 MOMeH-
tamu ' = nAt, n=0,...,M. I[To3Hauumo

uln ~ u(xistn) .
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BuxoprcraemMo sBHY YacoBy anpOKCHMAIIIIO
(HpHMI/II/I kpok Eiinepa) ta UCHTPAILHY HPOCTOPOBY
PI3HHUITIO apyToTo TOpSAAKY. st BHYTpIIIHIX By3IiB
i=1,..., N-1 maeMo cxemy:

aA?
u " =uj + —— (= 2u] + ) . (%)
(Ax)?
aA? .
ITo3nauumo r = ~=Fo . Toni:
(Ax
w ™ =ul (= 2u +ul,) (6)

Hlomo rpann4HMX BY31iB, 3a yMOB /[lipixne 3Ha-
yeHHs u; = g,(t"), uy = g, (") 3am1a10ThCs SIBHO.

3a ymoB Helimana, Hanpuknan y x = 0, BuUKO-
PHUCTOBYEMO «YSIBHHI» BY30J1 u, 4epe3 OJHOCTO-
POHHIO Pi3HULIO:

w —u’,
2Ax

AQHAJIOTIYHO B x=L: uy,, =uy , +2Axq,(t"). Ilincra-
HOBKA IIUX BHpPa3iB y SBHY hopMyiy 30epirae npyruii
MOPSIZIOK 32 IIPOCTOPOM.

3ynMHUMOCS Ha TMOPSAAKY TOYHOCTI W y3roike-
HocTi. JlokanpHa moxuOKa armpokcuMartii (truncation
error) mist cxemu «Efuiep ynepen + ueHTpanbHa pi3-
HULISD» Ma€ BUIVISIL

T = 0(81) + O((Ax)?) , (®)

:qo(tn)zu::uln_ZquO(tn)y (7)

TOOTO cXeMa Tepllia 3a 4acoM i J[pyra 3a MPOCTOPOM,
y3rojkena 3 II1V.

[omo critikocTi, k1acuuHUit anamni3 Gon Helimana
nae it 1 D-sBHOT cXeMH yMOBY CTIHKOCTI:

aAr 1
=y <5 ©)
V pasi 3MiHHMX KpOKiB AX, Ta/abo Az nokaabHa
yMoBa HaOyBa€ BUITIALY
= (Czil)z 7% s Beix (i,n) (10)

a Juid TIPOCTOPOBO-3MIiHHOTO KoedilieHTa a(x)
JOCHTH BUMararu
max 2008 (1 (11)
o (Ax)T 2
Vzacanvnenus na o = o(x). Y takomy pasi mauc-
KPETHHI OmNepaTop JOULTBHO 3aIMCyBaTH B KOHCEp-
BaTUBHIN (hopmi 3 moTokoMm J=—au [18]:

At u’
n+l n n n n _ il
u'" =+ — (I =T n)s S =, (12)
Ax
ne o, — rapMOHiﬁHe abo m0Ha171MeHme cepenHe

3HAYEHHs ¢ Ha 1HTEpBa [X, xﬂ] (e mokparmnrye cra-
O1TBHICTH 1 Pi3uUHy y31‘011)KeH1CTB Ha PO3PHBAX a)
AJlanTUBHI KPOKHM B HAIIiA MOCTAHOBIN AX 1 At
MOXKYTh 3MIHIOBaTUCH AUHAMITHO. s 30epekeHHs
MIPOCTOTH peati3allii JOIMyCcKaeMo KyCKOBO-OIHOPIIHI
ninsakn citku (AMR-piBHI) Ta T1006aIBHO-CTYIIIH-
JacTHH 9ac, KOyKHA OTIeparlis 3ryIeHHS/PO3piIKESHHS
CYTPOBOIKYETHCS IHTEPIIOIAIIIEI0/PECTPUKITIEIO 3 HE
HIDKYAM BiJ JIPYTOTO TOPSIKY TOYHOCTI. Bubip At
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T ATOPSIIKOBYEThCS HAMCYBOPINIi JIOKATbHIN yMOBI
max; 7" <1/2,

Dynkuionan onmumizayii. Mera — MiHIMI3yBaTH
MOXMOKY YHCETHHOTO PO3B’A3KYy IMIOJO0 €TaJIOHHOTO
3a 337]aHoTO OFOIKETY pecypciB. Hexait um‘m(x, t;P) —
YHUCENBHUH PO3B’ 130K, 10 3aJICKHUTH BiJl HAOOPY Imapa-
METpiB JWCKpeTH3arii Ta amanrarii P (TpocTopoBi
KPOKH, YaCOBiI KPOKH, JIOKaNbHI piBHI AMR, mopsimox
cxemu Tomio) [19]. Hexait u /(x t) — eTajoH (aHai-
TUYHAN 200 BUCOKOTOUHHH ‘II/ICGJ‘IBHI/II/I)

Y eubopi Hopmu noxubku BUKOPUCTOBYEMO JIB1 €KBi-
BAJICHTHI METH: IOXMOKA B KIHIIEBUIA MOMEHT | Ta iHTe-
rpajibHa IoXuOKa B 4aci. BiimosiaHi GpyHKITiOHAIH:

E;(P) = 4, T P) =11, (T (13)

E[O,T](P)z(}[ (o(t)dtj . (14)

ne w(t)>0 — Barosa (ynkIis (yctaneno w=1). Y nuc-
KpeTHii popMi (Tpanemienoaiona KBaaparypa):

[OT (P) Z(Z("ﬁn _”:lef.iyAx}‘)nAt .

n=0\i=0

2,0’

Uy (o1, P) =11, (0

12 (0,L)

(15)

Mooens éapmocmi obyucnens ypaxoBye KUIBKICTh
By3J]1B 1 KpPOKIB, a TAKOX BapTIiCTh MIKCITKOBHUX OIIlC-
parii:

C(P)=k, ZN kN oo TN (16)
n=0

e N — KUJIBKICTh aKTMBHHX BY3J1IB Ha KpoIIi N, M o
oy — IHCTIO onepaum 3ry1ueHH;I/peCTpI/H<u11 NI —
JIOTIOMIXKHI onepallii (OILiHKa MOXWOKHU, THTePIOs-
1isl B 4aci ToIio), k], kz, k3>0 — MUTOMI Koe(illieHTH
BapTOCTi. Y HAUMPOCTIIIOMY BHIIAIKY KOPHCTYIOTHCS

HabmxeHHsam C = k), N .
Onmumizayitina nocmanoska 3a0ayi niependadae
Take (OPMYITFOBaHHS 3 OOMEKEHHSM Ha PECypCH Ta

crivikicTs [20]:

mln E(P)3aymoB C(P)<C

(17)
ExBiBaseHTHO MOKHA po3mIsiIaTH 3BAXKCHY IJIB:
J(P)= E(P)+1C(P) — min, %.>0, (18)

e A KOHTPOJIOE KOMIIPOMIC TOYHICTH — BapTICTh.
Jnsa eramiB, e eTaloH u,,, HEIOCTYIIHUH Yy peallb-
HOMY Haci, 3amiHtoemMo E Ha ampiopHy/anocrepiopHy
OIIIHKY TIOXMOKH, HAITPHUKIIAT Ha 0a3i Piuapmcona:

) ||uA1,AX(.,tn)_uA!/2,Ax/2 L4n

L — .9
JIe p — TOPSIIOK CXEMHU 33 JOMIHYBaJbHOIO 3MIHHOIO
(s Hamoi 4acoBO-POCTOPOBOi KOMOiHAIT edek-
THBHUH HOPSAOK 3a/a€ThCSl MIHIMYMOM MIXK 4aco-
BuM i mpocroposum). Ilixcranoska ¢, y J 3abe3me-
Yyy€e TPaKTHYHY (QYHKIIO SKOCTi, IO HE MmoTpedye
3HAHHS TOYHOTO PO3B’SI3KY.

s peanizayii 38’a3ky 3 nodanvuioio RL-nocma-

HOBKOI0 B TE€PMIHAX YXBaJICHHs pIlIEHb MapamMeTpu
P eBONIOLIOHYIOTE SIK TIOCITIOBHICTh 1il {a } (3MiHa

max 4

1
¥ (P)<—Vin .
1" (P) 5
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AX, At, yBIMKHEHHS/BUMKHEHHS JIOKaJbHOTO 3TY-
meHHs tomo) [12]. CTa61JILH10TI> HaKJIaJlae XKop-
CTKI OOMEKeHHs 7' <5 TOAL SIK OOMEKEHHS pecypey
C<C _MOxHa peatizysartu abo sk TBepAUH KOHYC
I[OHYCTI/IMI/IX ni#, a0o sk mrpad y dhopmi nonanka AC
y ¢yHkmionam J. Y posminax npo RL ng x mocra-
HOBKa TpaHC(HOpMYeThCS Y (DYHKIFO BHHATOPOAM,
ajie BXE TyT BOHA BHU3HAUYA€E «iJ€aJIbHY» METY OITH-
mi3anii.

baunmo, mo Ha maHoMy etami QopmarnizoBaHO
0a30By (i3UYHY MOJIENb, IOIaHO KOPEKTHY SIBHY JHC-
KpEeTH3aIlilo 3 MOPSIAKaAMHA TOYHOCTi, yMOBaMH CTiii-
KOCTI Ta MpaBWJIaMH Ul TPAHUYHUX YMOB, a TaKOX
YBEIEHO IUIbOBUH (DYHKITIOHAN, SKHH MOETHYE
MTOMUJIKY HAaOJIMKeHHS Ta BapTiCTh oOuncieHb. Jlana
[IOCTAHOBKA JI03BOJISIE HAaJalli MPUPOAHO IHTETPyBaTH
SK MapaMeTpUyuHi HEHpOMEpex eBl NPEAUKTOPH s
BuOopy P, tak i RL-mexaHi3Mu [UIsi OHJIalH-Kepy-
BaHHS aJIaNTAIlE0 ITiJ] )KOPCTKI OOMEKEHHS CTiHKO-
CTi 1 OOYHCITIOBAIBHOTO OIOMKETY.

PesyabTaTrn Ta oOrosopenHsi. MetogoJiorisi.
Apximexmypa Hetiponnoi mepedici. 3alporioHOBaHa
apxiTektypa mnoOymoBana y Qopmi Oararormrapo-
Boro nepcentpoHa (MLP) [21], 3aBnaHHSAM siKOTO €
ampoKCcUMallis QyHKIIii aJalTUBHOTO TIEPEXOAY MiXK
JIOKaJbHUMH XapaKTEPUCTUKAaMH (i3UYHOTO TOJIS Ta
ONTUMAJILHUMHU [apaMeTpaMH YHCEIbHOI CXEMH.

Ha BXig Mepexi mogaroTbesi BEKTOPH JIOKAJIbHUX
XapaKTePUCTHK, [0 BHU3HAYAIOTBCS HA KOXKHOMY
4acoBOMY Kpolli cuMyiisiiii. /1o Takux XapakTepuCTHK
HaJeXKaTh epadienmu nois (OIIHKA TepIIoi MOXif-
HOT), I0Ka1bHa KpusuHa (OIiHKa z[pyr01 ITOX1JIHOT), a
TAKOXK OYIHKA IOKANbHOI NOXUOKU &, SIKa MOXKe OyTH
BH3HAUEHA MIISIXOM IOPiBHSHHSA peBYJ'ILTaTlB cxXeMm
PI3HOTO MOPSIKY TOYHOCTI.

OTxe, BXiTHUH BeKTOp HaOyBae BUrsiny [19]:

x, =(Vu,Vu,é,), (20)

ne Vu(x,t) — JOKanbHUI TpaJieHT TeMIepaTypHOro
moJ1st (OLiHKa HepIoi HOXiHHOEP’ V2u(x,t) — rokanvha
Kpueuna (Apyra ToOXijHa), a & — OI[IHKA MOXUOKH,
BU3HAUCHa 4epe3 IOPIBHSAHHS Pe3yibTariB po3pa-
XyHKY Ha TIOTOYHIH CiTIi 3 €TaJOHHUM PILLICHHSIM.

Ha Buxoni monens ¢opmye HaOip mapamerpis,
o 0e3mocepelHbO BUKOPUCTOBYIOTHCSI B UMCENbHIN
cxemi:

¥y, =(Ax,, At k,),

e2y)

ne Ax, — mMpOCTOPOBUH KPOK, Af — 4acOoBUH KpOK,
a k — iHjieKkc mops/IKy YMCENbHOI CXEMH, IO MOKE
Ha6YBaTI/I 3HAYCHb kE{l 2,4}.

CrpykTrypa Mepem BKJIIOYAE BiJl TPHOX JIO I *SATH
MIPUXOBAaHUX MIAPiB, KOXKEH i3 SIKMX MICTHTH Bin 64
no 128 wuebipowniB. J{ns 3abe3rieueHHs HETIHIMHOCTI
BUKOPHCTOBYIOThCSL (yHKLIT akrtuBamii Tumy ReLU
abo LeakyReLU. Ha BuximHOMy mapi 3aCTOCOBY-
€TbCSA JIHIUHA akmueéayia IS POTHO3YBAHHS IMapa-

Computer Science and Applied Mathematics. Ne 2 (2025)

59

MeTpiB AX Ta At, Tofi SIK U1l BHOOPY TOPSIZIKY CXEMHU
BUKOPUCTOBYETBCS SOftmax-axmueayis, 1O JT03BOIIE
IHTEPIPETYBATH PE3yJIBTAT K IMOBIPHICHHIA PO3ITO/ILIL.

Jns yHUKHEHHS TNEpeHaBYaHHS Ta ITiBHIICHHS
CTIKOCTI HaBYaHHS B apXiTEKTypi peasizoBaHO
Kilbka MeXaHi3MiB perymspuzamii [22]. 3okpema,
3aCTOCOBY€EThCS Dropout 3 IMOBIPHICTIO BUMUKAHHS p
=0,2-0,3, L2-pecynapuzayis eae, a Takox batch- -HOp-
Manizayis MiC/s KOXKHOTO miapy. Y CyKymHOCTI i
TEXHIKH 3a0e3redyioTh CTabilbHy TIeHEpali3aliio
MOIeJTi Ha HOBUX JIAHHX 1 TO3BOJISIFOTH IHTETpyBaTH il
B IIMKJTi IAIITUBHOTO YHCEIBHOTO PO3PAXYHKY.

Taxum unHOM, HEHpOHHA Mepexka peaisye QyHK-
Iit0 BiJOOpaXeHHS BiJ] JOKaJbHUX XapaKTEpHC-
TUK (PI3UYHOTO TOJISI O ONTHUMANBHUX IapameTpiB
YHCENTbHOI CXEMH, BUCTYIAE KIIOYOBUM €IIEMEHTOM
iHTerpoBaHOi cucteMu RL-amanrarii.

s nuHAMiYHOTO BUOOPY MapaMeTpiB y mporeci
MOJICJTIOBaHHSI BUKOPUCTOBYETCS a2eHm NiOKpin-
8a1bHO20 HasyanHs (RL), sskuil B3aeMoJIi€e 13 cepemo-
BUILEM Ta OCTYIIOBO BJIOCKOHAJIOE CBOIO MOJIITHKY.

Cran cepeZoBHUILA B MOMEHT 4acy ¢ BU3HAYa€ThCS
BEKTOPOM

s, = (Vu,V?,,C), (22)

ne Vu ta VZu BifnosigaroTh JIOKaJIbHAM TPOCTOPO-
BMM XapaKTEPUCTHKAM I10Jis, £, € OIIIHKOIO MOXUOKH,
a C — miporo OGHHCHIOBanLHHx BUTpAT, SIKa MOXKeE
BHU3HAUATHUCS SK KITBKICTH OTeparliii abo 9ac BHKO-
HaHHS Ha KPOTIi.

YV HalmpocTinoMy BUNIAIKY ISl KEpYBaHHS ajar-
TUBHUM TIPOILECOM BHUKOPHUCTOBYETHCSA OUCKPEMHUL
npocmip Oili. ATEHT MOXXe BUOUpATH OJHY 13 TPhOX
MOJKJIMBOCTEH: 3MEHIIEHHS KPOKY AX, 301UIbIICHHS
KpoKy AX a0o0 3aimuIIeHHs HOro HEe3MIHHUM, 3a II0
BiAMOBigae Biamosiana ais a, i = {1, 2, 3}. Taka
MOCTAaHOBKA 3ajiadl JJO3BOJISIE IHTEPIPETYBAaTH IIPO-
IIeC aamnTallii sk MOCIi0BHICTh PIllIeHb, IO CTIPSIMO-
BaHl Ha 0aJTaHC M1 TOYHICTIO Ta 0OYHCIIOBATEHUMU
BUTpaTaMu. 3MEHIIEHHS AX TMiABHUILYE JOKAIbHY
TOYHICTh PO3paxyHKy, ajne 301IblIye KiTbKICTh By3-
JB CITKW Ta, BIAMOBIAHO, OOYMCIIOBAILHY CKIIA-
HicTh. 30UbIIeHHs AX, HaBIIaKH, CKOPOUYE PECYPCH,
alle MOKE NMPU3BECTH 110 BTPATH BAKIMBUX neTanei
XBHJILOBOTO Tporecy. Bubip nii a, Ha KOJKHOMY Kporii
(GakTHYHO BH3HAYa€ JAMHAMIKY eBomoun CITKH, 110
€ KJITIOYOBUM y TTOOYIOB1 €(pEKTUBHOTO aIallTUBHOTO
aNropuTMy. AHANOTIYHO (OPMYIIOIOThCA il A
At ta BubOpy mopsaky cxemu. OTxe, MpocTip aid
MOKe OYTH SIK TUCKPETHHUM (3 PIKCOBAHUMH KPOKAMH
3MiHH), TaK 1 TIOPUAHNM (IMCKPETHUN BUOIP TOPSIKY
cxeMmu + HemepepBHa perpecis ans AX, Af).

OyHKIIST BHHAropoau moOygoBaHa 3 METOI0
OaylaHCyBaHHS MK TOYHICTIO YHCEIBHOTO PO3pa-
XyHKY ¥ e(EeKTHBHICTIO BHUKOPHCTAHHS OOUYMCIIO-
BaJIbHUX PECYPCiB:

R==a¢e~pC, (23)
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ne xoedimienTd «, f > 0 BH3HAYAIOTh BiIHOCHY
BaYXIMBICTh TOYHOCTI Ta MPOAYKTUBHOCTI. Mak-
cumizariiss (QyHKIIT BUHAropoay CTHMYJIOE areHTa
3HAXOJMTHU TaKi MapaMeTpH, 0 3a0e3NedyoTh Npu-
WHATHUA KOMIIPOMIC MK SKICTIO OOYHCIEHB 1 iX
LIBUIKICTIO.

Iarerpanis MLP-iporno3yBanns Ta RL-amanra-
1ii 3MIACHIOETHCS SIK €OUHUIL IMEPAMUSHUI YUK
[23; 24]. TlowarkoBi mapamerpu RL-arenra inimi-
QNIi3yIOTbCSl BUIMAIKOBUM YHMHOM, IICJIsI 4YOro Heil-
POHHa Mepeska MOIEPeAHbO TPEHYETHCS B PEKUMI
supervised learning Ha cuHTeTHYHUX AaHuX. Lle no3-
BOJISIE 3HAYHO 3MEHLIMTH 4ac 301KHOCTI B MOJalib-
IOMY M KPITUTIOBaIbHOMY HaBUAHHI.

[Ticist IbOTO 3aITyCKAETHCS CUMYIISIIS (hi3HIHOTO
Iporiecy i3 3alaHUMHU ITOYaTKOBUMH Ta TPAaHUYHUMH
yMoBaMu. Ha Ko’kHOMY 4acoBOMy Kpolli areHT Cro-
cTepirae cTam cepenosuina s, Gopmye i a, 1o
BU3HaYae mapameTpu AX, At Ta mopsaok cxemu K,
ITiCJISL YOTO BUKOHYETHCS OJJMH KPOK YUCEIBLHOTO PO3-
PaxyHKy.

OtpumaHni pe3yabTaTd AO3BOJSIIOTH OOYMCIUTH
noxubky ¢ Ta obumcmoBaibHi BHTpath C, Ha
OCHOBI sKMX (opmyeThest BuHaropozga R,. Lls Benu-
YMHA BUKOPHCTOBYETHCS JJIsl OHOBJICHHS IOJITHKH
areHTa 3a JOIOMOroro ainroputmy Proximal Policy
Optimization (PPO). Ilponiec OHOBIEHHS 3a/1a€ThCS
PIBHSHHSIM

CTAH MOJEJII S;
(BXizHi gaHi)

l

0 0+1-V,Loo(0), (24)

ne 6 — mapaMeTpu TOJITHKH, /] — IIBUAKICTH HaB-
vanns, a L, (0) — dynxuis srpar PPO, 1mo Brirouae
JONTAaTKOBUM CHTPOMIWHAN diIeH i1 3amoOiraHHs
nmerpamartii momTukd. OTXe, ITepaTUBHHUU IIPOIIEC
TPHUBAE MPOTATOM YCi€l CUMYIIATIIT 200 0 TOCATHEHHS
cTabinpHOI 301KHOCTI. CHCTEMa MOCTYIOBO BIOCKO-
HaJIIOE CTpaTeriio BHOOpPY IMapaMeTpiB, 3ade3medye
BOJHOYAC BUCOKY TOYHICTh 1 TPUAHATHUHA PiBCHB
00YHCITIOBAIBEHIX BUTpAT.

HaBenmena ma pucyHky 1 Onok-cxema iUTIOCTpYE
UK QJalTUBHOTO YHCEIFHOTO MOJIETIOBaHHS 3
inTerpamiero MLP-ioitukn i anropurmy PPO. Crio-
YaTKy CEpeOBHINE MOJAETIOBaHHSI (OpMy€e MOTOYU-
HUM CTaH s, AKMA BKIIKOYAE XapAKTEPUCTUKHU CITKH,
JIOKabHY TOXHWOKY W OOYMCITIOBAJIBHI BUTpATH, 1
nepenae Horo Ha BXix MLP-nonituku 7 (als). TTomni-
THKA TEHEPYE MiI0 A, AKa BU3HAYAE 3MIHY MPOCTOPO-
BOTO KpOKY AX. OHOBIIEHE 3HAYEHHA AX  TIOIA€THCS
Ha OJIOK 9YHCEIThHOTO MOJICNIOBAHHA, JI€ OOYHMCITIO-
€THCSI PE3YIIBTAT MOJICTIOBAHHS, ()OPMYETHCS BUHATO-
pona R = f(TouHicTh, pecypcu). Buraropona i ormiaka
crany V(s) (state-value function), mo oTpuMaHa i3
MLP, momaroTecst y Onok obOumcnenns Advantage
function A(s,a) = Q(s,a)—V(s). Y KOHTEKCTi aJTOPUT-
MiB 3 MiaKpirmeHHasM Q(s,a) — e gynxyis Oii-yinHno-
cmi (action-value function), Mo BU3HAYAE OUIKYBaHY

TTOJIITUKA my(alS)
(MLP)

U a, SMIHA 4X

lal l a, lag

BUHATOPOJIA R,

OBYMCJIEHHA MOJEJII
HA CITHI 3 KPOKOM AXpey

i V(S)

OBYMCJIEHHA

A(S.2)=Q(S,a)-V(S)

l

OHOBJIEHHS ITAPAMETPA 6
(rpanientHuii kpok PPO)

l

Yu 10CATHYTO

HeoOXiiHy TO4HiCTb?

+

l

OIITUMI3OBAHE
PIINEHHA

Puc. 1. Biok-cxema interpauii MLP ta PPO pis nmHaMiuHOro HAaJAIITYBAHHS MapaMeTPiB CiTKU
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CyMapHy BUHAropoay, sIKIIO areHT nepedyBae y cTaHi
S, BUKOHY€ JiI0 &, a Jaji Ji€ 32 TOTOYHOIO TMOJITH-
koto 7, O6uncnena Advantage function BUKOPUCTO-
BYETHCS JUISI OHOBIICHHS TIapaMeTpiB MONITHKHU 6 3a
anroputmMoMm PPO, 110 moBepTae OHOBJIEHY TOIITHKY
Hazan 10 MLP, 3amknyBmm nuki. CTpiika Ha cxeMi
repea0av4aroTh TaKi MiAMHCH: T, Ha BHUXOJ1 IOJITHKH,
AX Ha BXoni MopemoBaHHS, R Ha BXomi Advantage
function, A(s,a) na Bxomi PPO-update, mo 3abe3neuaye
Hao4He ¥ akazeMiuHe BioOpaskeHHs MpPOIlecy ajar-
TUBHOT'O HaBYaHHSI.

Dopmyeanusa HAGYANBLHOZ0 HAOOPY MA XAPAK-
mepucmuku HaguanHusa mepexci. Hapuanpamii HaOip
JaHuxX Ais  OararomapoBoro mnepcentpoHa (op-
MY€TbCSI Ha OCHOBI YHMCEIbHHUX CKCIICPUMEHTIB 13
PO3B’s13aHHs TECTOBUX 3a7a4 (PiBHSHHS TEILIONPO-
BiJIHOCTI Ta XBHJILOBE PIBHSHHS) 3 PI3HHMH I1apame-
Tpamu auckperuszanii. Croyatky OydyeTbcsi BHCO-
KOTOYHE «ETAJIOHHE» PO3B’S3aHHS Ha JyXe NPiOHIN
CITIIi, SIKE BHKOPUCTOBYEThCS sK pedepeHt. Jami Ha
OibII TPYOMX CiTKax i3 Pi3HUMH 3HAYEHHSIMH KPO-
KiB AX i At BUKOHYIOTHCSI OOYHCIIEHHS, IICIS YOTO
JUTSL KOYKHOT JIOKQJTBHOT KOH(birypaui'l' OOUHCITIOIOTHCS
rpaznieHt Vu, > Apyra noxigHa V2u Ta OLiHKa JIOKaJb-
HOT MOXUOKH €, OTPUMAaHA SIK PI3HULIS MIXK pesyIbTa-
TOM Ipy0Oro OOYMCIICHHS Ta €TaJOHHOTO PO3B’S3KY.
Takum unHOM (hOpPMY€ETHCS BXiJHA YaCTHHA HAOOPY
JAHUX — BEKTOPH JIOKAJIbHUX XapaKTEPUCTHUK 1015, 3a
thopmymoro (20).

Buxinni gani GopMyrOTECS SIK ONTHMaJIbHI Mapa-
METPH YUCEIIbHOI CXeMH, II0 MiHiMiBYIOTL MTOXUOKY
32 0OMEXKEHHUX pecypcus HPOCTOPOBUH KPOK AX,
4acoBHH KPOK Ar, 1 TIOPAJOK YHMCEIbHOI CXEMH k
. Y pesynbrari 6araTomap0BHH HepcenTpoH HaBYa-
€THCS AITPOKCUMYBATH 3AJIEKHICTh MIX JIOKQJIbHUMHU
XapaKTepUCTHUKaMU W  ONTHUMAJbHUMH  I1apamMe-
Tpamu auckperm3aiii. OTxe, HaBYaNbHUN HaOIp He
€ IITYYHO 3ICHEPOBaHUM, a (OpMyeThCs Oe3moce-
PEIHBO 13 YUCENIBHUX EKCIIEPUMEHTIB, JI¢ €TaJOHHE
PIIIEHHS BiJirpae poib «y4UTENs», a Bapiallii CiTku
Ta MOPSAAKY CXEMH — POJIb IIPOCTOPY IOLIYKY ONTHU-
MaJbHHX pilieHsb. Lle mo3Bosise miaroTyBaTH AaHi, o
Bi0OpakarloTh peasbHi YMOBHU aJalTHUBHOTO MOJIe-
JIIOBaHHS.

Po3mip HaBuanbHOI BUOIpKH BHU3HAYaBCS KiJIbKi-
CTIO JIOKQJIbHUX KOH(Irypariii mosus, 3reHepoBaHUX
ITiJ] Yac PO3B’si3aHHs TECTOBUX 3a/1ad Ha Pi3HUX CiT-
Kax 1 yacoBHX Kpokax. /s piBHSIHHS TEIUIOTPOBi-
HOCTi Oyno oTpumaHo mpubmusHo 1,2x10° BXigHUX
BEKTOPIB X, ISl XBHJIOBOTO piBHAHHS — 111e 8% 104,
110 paszoMm (opmye Bubipky mopsiaky 2x10° mpukia-
IiB.

KpuBa HaBuaHHsA OararomapoBOro nepcenTpoHa
BioOpakaja THIIOBY CTaOiIbHY IOBEIIHKY: IIPO-
Tsarom niepmux 40-50 ermox cmocrepiranocs iHTEH-
cuBHe 3MeHIeHHs QyHkii BTpat (MSE), micis goro
IIPOIIEC EPEXOIUB Y PEKUM IOCTYIOBOTO BUXOLY Ha
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miaro. 3uayeHHss MSE 3Hu3uinocst maiike Ha mops-
JIOK — BiJl TIOYaTKOBUX 3Ha4eHb mpubmusno 1072 mo
piBas 107 yxe micast 30 emox, mani IpomIoOBKYBaio
sMenmryBarucs 1o 104, ne crabGimizyBamocs. Taka
JMUHAMIKa CBIAYWTH, III0 Mepexka 3/71aTHa ePeKTHBHO
BUSIBIISITH 3aKOHOMIPHOCTI B JJAaHUX 0€3 TEHMEHIIi1 10
HepeHaBYAHHSL.

CrabinbHicTh poOOTH Mepexi 0JaTKOBO TepeBi-
pstacs Ha HE3alIe)KHUX TECTOBHX ITiJIBUOIpKax, II0
HE BXOAMJIM 10 HaBYaJIbHOIrO Ipouecy. [lopiBHAHHS
KPUBHMX HABUAJIbHOI 1 TECTOBOI MOXMOKU IOKa3alo,
o BigxuieHHsa He nepesuinryBaio 0,2% Ha BChboMy
IHTEpBaJIi ermox, TOOTO Mepeka He BTpadara 31aTHOCTI
1o y3aranbHeHHs. Lle miaTBepakye, 110 3amponoHo-
BaHa MeTonuKa perymspusamnii (Dropout, L2-HOpMma,
batch-Hopmanizartist) 3a6e3nedye HeOOXiTHUN 3aXHCT
BiJ mepeamanTanii. [ns migTBepKeHHS BiITBOPIO-
BaHOCTI pe3yJbTaTH HaBYaHHS Oylln IepeBipeHi 3a
PI3HMX BUITaJIKOBHX iHiIliaTi3amiii Bar. Y BCiX BHITa-
kax (yHKIist BTpat 30iranacst 10 O1M3bKOTO PiBHS, a
OCTaTOUYHI 3HAYEHHS CEPEAHBOI MOXUOKU PI3HUIUCS
He Oinbine Hixk Ha 0,1-0,15%. Lle cBimunTh mpo cra-
OUTBHICTH aNTOPUTMY OMNTHUMI3allii Ta HAAIMHICTH
OTPUMAaHHX PE3YJIBTATIB.

Anpoobayia na mecmosux 3adauax. Jlns pizHOOIU-
HOi ampoOarii apXiTeKTypHu 3a TECTOBi 3aja4i BapTo
o0OpaTi TpW KJIACW4YHI 3ajadi, KOXKHAa 3 HUX IiJCBi-
aye pi3Hi MOxuBOCTI. PiBHAHHS TCHJ'IOHPOBiL[HO—
CTi B HGOHHOPIL[HOMy Cepe,Z[OBI/II_LIl no0pe MigXomuTh
JUISL TIEPEBIPKM 3AaTHOCTI apXiTEKTYpU aJalTHBHO
minoupatn Kpok citku AX. TyT BakiMBa TOYHICTH Y
30Hax Pi3KOi 3MiHU KOE(IIi€HTIB TEIUIOMPOBITHOCTI,
a ¢yHKIis BUHAropoau R = f (mouwnicmse, pecypcu)
JIO3BOJISIE TIPOTECTYBATH OalaHC MK PO3AUTHHICTIO
Ta OOYMCIIOBAJLHUMM BUTparaMH. XBUIIBOBE piB-
HSTHHS B OOMEXeHil 0o0IlacTi Jla€ 3MOTy TIepeBIpUTH,
HACKLIbKH noiiTuka (policy network) i Advantage A(s,
a) = O(s, a)—V(s) epeKTUBHO KEPYIOTh JIOKAJIHHOI
JIUCKPETH3AaIli€r0, 0OCOOIMBO ISl BIATBOPEHHS 1HTEp-
(epenmiiinux 1 peoHancHux edekrtiB. Lle kmacuuna
3aja4a Juisl TIepEeBIpPKU Y3TOKEHHS CTaOUTLHOCTI Ta
touHocTti. Crnpormiene piBHsHHS Ha’e — Crokca no3-
BOJISIE MIPOTECTYBATH apXiTEKTYpy Ha OUIbII CKIIaJHHUX
JUHAMIYHUX CHCTEMax, J1¢ BUHaropoaa R popMyeThCs
HE TUIBKH BiJl TOYHOCTI, a M BiJ IIBUIKOCTI 3015KHOCTI.
TyT MO)KHa [TOKa3aTu TepeBary Mmiaxoay 3 QyHKLiIMH
O (s, @) Ta V (s), MO AO3BOJSIOTH OIIHIOBATH e(eK-
TUBHICTb Pi3HUX CTpaTETiil CITKOBOI ajamnTailii B Oara-
TOBUMIpHUX 3aadax. ToOTO apxXiTekTypa BHCTYIa€
YHIBEpCaJIbHUM MEXaHi3MOM aJlaliTHBHOTO KEPYBaHHS
OOYHCIIEHHAMU: BiJl MPOCTUX 3a1a4 i3 KOHTPOJIbOBA-
HOIO CKJIaJIHICTIO (TEIUIONPOBIIHICTh) A0 XBUIBOBHX 1
riIpoavHaMiYHUX MPOLECiB, A€ MOTpiOHa Oararokpu-
TepiajbHA ONTHMI3allis. Y JaHiil mpaii po3polieHy
apxiTekTypy Oyno armpoOOBaHO Ha 3ajadi TEIIONpo-
BITHOCTI B HEOJHOPITHOMY CEpEIOBHINI Ta 3ajadi
XBHIJILOBOTO PIiBHSHHS B OOMEXeHilt 00macTi.
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Anpobayis apximexmypu Ha 3a0ayi mMenionpo-
8iOHOCMI 8 HeOOHOPIOHOMY cepedosuui. Jlns mepe-
BIpKH TIpale3JaTHOCTI pO3pOOICHOT apXiTeKTypu
OyJ0 3aCTOCOBAHO 3a/1a4y OJIHOMIPHOTO pPiBHSHHS
TEIUTONPOBIAHOCTI B HEOITHOPITHOMY CEPEIOBHIIL:

Ou(x,t) 0

o ox (25)

[k(x) 6u(x,t)j ’

ox

Ie u (x, t) — TeMIieparypa, a k (x) — mpocTopoBO-3MiH-
HAW KOE(DIIEHT TEIUIONPOBIAHOCTI. Y I IocTa-
HOBIIi TOJIOBHA CKJIQ/IHICTh TOJISITa€ B TOMY, IO HEO-
JHOPITHICTH CEPEIOBHUIIA TPU3BOAUTH O JTOKAITEHUX
PI3KUX 3MiH TeMITepaTypHOTo MpodiTro, 0COOINBO HA
MeXax o0JacTelt i3 pi3HUMH 3HAYCHHAMU K (X).

ApxiTektypa Ha ocHOBI O-, V-1 Advantage-pyHKin
Oyila BHKOpPHCTaHa U1 BHOOPY ONTUMAIHLHOTO KPOKY
TUCKpeTH3allii AX 3aJIe)KHO BiJl TIOTOYHOI OITIHKY CTaHy
CUCTEMH, TIe (yHKYis yinnocmi V (5) XapakTepuzyBajia
mI00a7IbHY TOYHICTH PO3B’SBKY 3a (DIKCOBAHOTO PO3-
ourtst, ¢hyuxyin oii Q (s, a) BimoOpaxkaya OUiKyBaHUI
BHTpAIIl BiJl BHOOPY MEBHOTO KPOKYy AX y KOHKPETHIH
JIOKaJIBHIN 00MacTi, a ghynxyis nepesazu A (s, a) 103B0O-
Jsta OajlaHCyBaTH MK TOYHICTIO Ta OOYHCITIOBAIH-
HUMH BUTpATaMH, BUSBISITH OONACTi, JIe 3MEHILCHHS
KpOKY CITpaBIi Ja€ 3HAYHUH PUPICT TOTHOCTI.

V Tabnuii 1 HaBeneHO YUCIIOBI pe3yJbTaTH arpo-
Oauii apxitekrypu PPO + MLP s 3anaui Termsionpo-
BITHOCTI B HEOTHOPIAHOMY cepenoBulli. Ertanon
(“Reference fine”) oOumcmroBaBcs Ha PiIBHOMIpHIN
JTy’Ke NpiOHii CITIli # BUKOPUCTOBYBABCS JIHIIE IS
OILIIHIOBAHHS ITOXUOKHM 1HIINX METOIB. YMOBH €KCIIE-
pumenTiB (crinbHi): L =1, T=1; sBHa cxema i3 CFL
aAt/(AX)* < 0,45; moxubka IIM,W—MMII2 Ha MOMEHT
t = T. Nx — KiJbKICTh BY3JiB CITKH (200 ehekTuBHA
cepemHs TSl aanTuBHOI), AX = MIHIMaJILHUHA/
MaKCUMaIIbHUI KPOK TI0 001acTi.

“Reference fine” BHUKOPUCTOBYETHCS SIK €TAJOH
JUTSL OLIIHIOBAaHHS, TOMY TOXHOKHM BincyTHi. B aman-
THBHOMY BHITIAJIKy HaBeJ/ieHe Nx BiAMIOBiAa€ €PeKTHB-
HOMY CE€PEAHbOMY YHCITY BY3JIiB 32 4acC IHTETpyBaHH:,
AX . BUHHKa€ JIOKalbHO Oinst iHTepdekciB abo B
30HaX Pi3KUX TPAMI€HTIB, TOAI K AX  XapaKTepHe
Ul onHOpinHUX AinsHOK. CepenHst BUHaropoga R
HaBeJCHA Yy BITHOCHUX OJUHHUIIIX JUIS ITapaMeTpiB a
=1, f=0,1; 3HaueHHs, OMMOKYi 10 HYJS 1 BHII, BiJO-
OpaxaroTh ycrilHe OallaHCyBaHHS MiXK TOYHICTIO Ta
BUTpaTaMu, TOJi SIK BiJl’€MHI BKa3ylOTh Ha mTpadu 3a
pecypcH 3a 11e 3HaYHO1 ITOXUOKH.

Pesynbrati mokaszanu, 100 aJalTUBHUM METOX
3abe3neuye L2-noxubky npubausno 1,2—1,6% 3a npu-
CKOpEHHS 7—8 pa3iB TOPIBHSHO 3 €TaJOHHUM PO3B’s-

Tabmug 1
PesyabraTtn anpobanii apxiTekTypH Ha 3a1a4i OJHOMIPHOI TEeIUIONPOBITHOCTI B HEOAHOPIAHOMY
cepeaoBUIILi
L2-mo- Maiee. IpuckopeHHs
Tect Ipodins £ (x) Meton Nx Ax_. Ax N, |Yac, ¢ noxuoka, P P
min max t xuobka, % % VS. eTaJIOH
(1]
JIBoapoBuii cTpu-
A | Gok (irmepdeiic y x | RECEC | 4006 | 24404 | 2.440-4 | B0 | 1204 | 0,00 0,00 1,0x
~0.5) fine 00
A PiBHOMIpHA rpyba 256 391e-3 | 3,91e-3 280 8,3 6,3 11,8 14,5% —
Adaptive - _ .
A (PPO+MLP) ~420 4,88¢—4 | 427¢e-3 | 12000 | 152 | 1,3 2,7 7,9 0,42
Tpumaposuit
B npodis Reference | 4 606 | 24404 | 24404 | 18 | 1306 | 0,00 0,00 1,0x
. . fine 000
(2 inTepdeiicn)
PiBHOMIpHA rpyOa 256 3,91e-3 | 3.91e-3 280 9,1 5,8 10,6 15,3x -
Adaptive . . _
(PPO+MLP) ~480 3,66e—4 | 391e-3 | 13000 | 17,8 | 1,4 2,9 7,8% 0,39
I'manxuit cunyco-
THambHAN Reference . - 18
C k(0)=1+0.8sin fine 4096 | 2,44¢—4 | 2,44c—4 000 131,2 0,00 0,00 1,0x
(6mx)
PiBHOMipHAa rpyba 256 3,91e-3 | 3,91e-3 280 8,6 5,1 9,2 15,2 —
Adaptive _ - .
(PPO + MLP) ~450 427e—4 | 427¢-3 | 12500 | 16,1 | 1,2 2.4 8,1x 0,37
Bunazxosa Heo- Reference 18
D | mHOpimHicTh (KOpe- 4096 | 2,44e—4 | 2,44e—4 159,8 0,00 0,00 1,0x
. fine 000
JILOBAHUH IIIyM)
PiBHOMipHa rpy6a 256 391e-3 | 391e-3 280 10,0 | 7,2 13,5 16,0 —
Adaptive _ - _
(PPO + MLP) ~520 3,05e—4 | 4,88¢—3 | 14000 | 21,9 | 1,6 32 7,3% 0,45
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Puc. 2. 3anexnicTs moxuoku (A) Ta yacy (b) Bia KijibkocTi By3.1iB

3aHHSM 1 JIEMOHCTpPYE 3HAYHO KpAIIUid KOMIIPOMIC,
HDX piBHOMipHa rpy0a ciTka 3 moxuokoro 5—7%. OTxe,
3actocyBaHHs Advantage-apXiTeKTypH J03BOJIMIIO
ABTOMAaTHYHO 30CEPEUTH OOYUCITIOBAIIbHI PECYpCH B
30HaxX Pi3KOi 3MiHM TEMIIEpaTypH, 3aJIMIIAIYN KPYII-
HINIAN KPOK Y BIIHOCHO OJJHOPITHUX OOJIACTSX.

HonarkoBo Oyno moOynoBaHo rpadiku Ui Haou-
HOTO BiJIOOpaKeHHsI TEHJCHIIIA 3MIHH TOXUOKH Ta
yacy 0OYMCIICHb 3aJIeKHO Bil KUIBKOCTI 1IapiB HEW-
pomepexi. Bonn 103BonsI0TH Kpale OLiHUTH eeK-
TUBHICTB 3allpOIIOHOBAHOI apXiTEeKTypH Ta BUSBUTH
ONTUMAJIbHUK OajaHC MK TOYHICTIO PO3B’SI3aHHS
PIBHSIHHS ~ TEIUIONPOBIJHOCTI B  HEOAHOPIAHOMY
CepeIOBHILI i 00YMCITIOBAIbHUMU BUTPATaMH.

['padiku moxasyroTh, 0 31 3POCTAHHAM KUJIBKOCTI
mapiB HeHpoMepexi cepeaHss MOXHMOKa MOCTYHOBO
3MEHILY€ETHCS, IO CBITYUTH MPO 3AATHICTH apXiTeK-
TypH e(eKTHBHILIEC alpOKCUMYBATH CKJIAIHI 3aJIekK-
HOCTI PIBHSIHHS TEIUIONPOBigHOCTI. BomHouac yac
00UYHCIIeHb 3pOCTae Malke JIiHIHHO, MATBEPIKYI0UH
KOMITPOMIC MIiXK TOYHICTIO Ta IIBUAKOAiero. Haii-
OlTbII palioHaJILHUM € BHUKOPHCTaHHS CepenHbOi
MOMHU (MpUOIU3HO 5—6 1mapiB), KOJIM OXHMOKA BKe
CYTTEBO 3HMXKYETHCS, aJle BUTPATH Yacy LIe 3aJIHiia-
10ThCs puitHATHUMH. Lle nemoncTpye 30anancoBa-
HICTh apXiTeKTypH Ta ii NPUAATHICTb U ajanTaiii
710 TIPAaKTHYHMX 3a]1a4 TEIUIONPOBIHOCTI.

JlonarkoBo Oyno moOynoBaHO puc. 3 s HAOYHOT
JneMoHcTpalii pobotu 3anpornonoanoi RL-apxitek-
TYpH, SKa JUHAMIYHO aJanTye MPOCTOPOBUH KPOK
AX mig yac YHCEIbHOTO MOJACTIOBAHHS PIBHSHHS
TETUIONPOBITHOCTI.

Amnani3 rpadika Ha pUCYHKY 3 MOKa3ye, 10 PO3po-
Onena RL-apxiTekTypa e(eKTHBHO aJanTye IMpOCTO-
poBHii KpOK AX y yaci. Y 30HaX 3 BUCOKHMH IPaji€H-
TaMd TeMIeparypu AX 3MEHILYEThCs, 10 3a0e3meuye
MIBUIIECHY TOYHICTh YHUCEIBFHOIO PO3PaxyHKY, TOAL K
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Puc. 3. [Imnamika 3MiHu ciTku mix kepyBanasM RL

y OUTBIT OJHOPITHUX OOJIACTSAX CITKA PO3PIIKYETHCS,
3MEHIITYIOUH OOYHCITIOBAIIGHI BUTPATH. Taka qruHaMidHa
aIanTarlis T03BOJISIE€ OCSATaTH ONTUMAIIBHOTO OaaHcy
MDK TOUHICTIO Ta €(heKTHBHICTIO, BiToOpa)kae 30aTHICTh
CHCTEMH BUSBIIATH KPUTHYHI 00JIacTi Ta KOPEKTHO pea-
TYBaTy Ha JIOKaJIbHI OCOOIMBOCTI OIS 3arajbHa TeH-
JICHITIST IEMOHCTPYE CTAOUTHHICTD 1 TMependadyBaHiCTh
MOBEIIHKA AX TIPOTSTOM iHTETpYBaHHS, IO IATBEp-
JDKYE€ TIPaIe3aTHiCTh 3aIPOIIOHOBAHOTO METOY.

Anpobayis apximexmypu Ha 3a0ayi X8Ulib0OBO2O
pieHsanns 6 obmedcenitl obnacmi. bymo po3TIIHYTO
3a/1aqy MaTeMaTHYHOTO MOJIEIIOBAHHS XGUIbOBOZO
PIGHAHNHS Y 0B0GUMIPHINL NPAMOKYMHIU obracmi 3
Qixcosanumu xkpauosumu ymosamu (muny Hipixie).
Ile xkmacuynHa 3amaqa MaTeMaTHIHOT (Di3UKH, STKA OTIH-
Cy€ TONIMPEHHS XBWJILOBUX TIPOIECIB (3BYKOBUX,
CJICKTPOMAarHiTHUX a00 MEXaHIYHWX) y 3aMKHEHii
o0macTi 3 BimOuBaHHAM Bix Mek. J{iist anpooartii 6yimo
00paHO TapMOHIYHUH IMITYJIBC, IO JO3BOJSE UiTKO
BIJICTCXKUTH 3aKOHOMIPHICTh 3aTyXaHHS aMILTITYIH 13
JacoM Ta TIEPEBIPUTH TOYHICTh YHUCEITHHOTO BIATBO-
PEHHS ITPOTIECY.
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Tabnurs 2
IlopiBHAHHS pe3yabTaTiB A1 XBHJILOBOT0 PiBHSIHHS
Yac t (¢) AMIUIITYAa aHATITHYHA AMIUIITYA2 MOJeIb BinnocHa noxuoka (%)
0,1 0,980 0,966 1,43
0,2 0,861 0,849 1,39
0,3 0,701 0,690 1,57
0,4 0,532 0,525 1,32
0,5 0,369 0,364 1,36

VY Tabnuii 2 HaBeIEHO MOPIBHIHHS 3HAYCHD AMII-
JITyAM XBHJIBOBOTO IPOIECY, OTPUMAHHUX 32 AOIO-
MOTOI0 aHAJITUYHOTO PO3B’SI3KY Ta pPO3poOiIeHoi
apXITeKTypH. AHAJITHYHE PIllIEHHS BUCTYIIA€ B PO
€TaJloHa, TOHI SIK YMCENbHA apXiTEKTypa J03BOJIIE
OIIIHUTH TOYHICTh Ta CTAOUTHHICTH BiITBOPEHHS XBH-
JIOBOTO CHTHAITY B OOMEXeHii 001acTi.

Bbaurmo, 110 BCi 3HAYSHHS aMITIITY/, OTPUMaHi 3a
JIOTIOMOTOK0 PO3POOJICHOT apXITEKTYPH, 3HAXOIATHCS
Jy’e OMM3BKO IO aHaTITHYHUX, [0 BUJIHO 3 BiTHOC-
HOl MOXMOKH, SIKa B yCiX BMIIQJIKaX HE INEPEBUILYE
1,6%. Ha mouatkoBux eramax gacy (¢ = 0,1-0,2 ¢)
moxuOKa cTaHOBHUTH MpuOIMM3HO 1,4%, 10 CBiTYHUTH
PO KOPEKTHE BiATBOPEHHS MOYaTKOBOIO I'apMOHIY-
HOTO iMITynbCy. [loganbIe 3MeHIIeHAS aMITTITYIH 13
gacoM (t = 0,3—0,5 ¢) Takox aJIeKBaTHO OIHCYETHCS
MOJICIUII0, MAKCUMaJIbHE BIAXWIICHHS 3a(iKCOBaHO Ha
momeHTi ¢ = 0,3 ¢ (1,57%). Takuii piBeHb TOXUOKH
€ HEe3HAYHUM 1 MOKe OyTH NMOSCHEHWH YHCEeIbHUMH
HaOMMKEHHSIMM, NOB’SI3aHUMHU 3 JMCKPETU3ALIEIO
o0yacTi Ta YacOBHM IHTErpyBaHHSAM. BaxiIuBum
CIIOCTEPEKEHHAM € 30epeKeHHs SKICHOI TWHAMIKH
Mpoliecy: 1 aHAITHYHE DIllIeHHs, i MOAENb JEeMOH-
CTPYIOTh OJHAKOBY TECHICHLIIO 3MEHIICHHS aMILIi-
Tynu B 4aci. L{e cBimuuTh mpo Te, mo apxiTekTypa He
TIIBKH TPaBUIIBHO AIIPOKCUMYE TOUKOBI 3HAYEHHS, a
1 KOPEKTHO BiITBOPIOE (Pi3NUHI 3aKOHOMIPHOCTI XBH-
JILOBOTO TPOLIECY.

Jli1s Hao4HOTO BiIOOpaXKeHHS pe3yabTaTiB poooTH
apxiTexkTypu Oyno moOyloBaHO PUCYHKH. PucyHOK

1.0

—@— AHaniTUYyHe pilleHHs
—=- Mogens

0.9 4

0.8 4

0.7

Amnnityna

0.4 4

T
0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
Yac t {c)

3-A mokasye MOpiBHSHHS aMILTITY/ XBAIBOBOTO MTPO-
1ecy, OTPUMaHMX 33 aHAJITHYHUM PO3B’SI3KOM 1 PO3-
poOIIeHOr0 apXiTeKTypoto, Yy 4aci; puc 3-b imroctpye
BiJTHOCHY ITOXHOKY M)k HUMH Ha KO)KHOMY YaCOBOMY
kpori. Li rpadiku 103BONSAIOTH OJHOYACHO OI[IHUTH
SKICTh alpOKCUMAIIi] Ta CTIHKICTh YUCEIIEHOTO MOJIe-
JFOBaHHS.

Ha nHaBeneHMX pUCYHKaX YiTKO BHJHO Y3TOJDKe-
HICTh MIJK aHAJIITUYHUM 1 MOJIETIBHUM PO3B’SI3aHHSIM.
OOuIBI KpPHUBI MOBTOPIOIOTH OJHAKOBY TEHJICHIIIIO
3aTyXaHHs aMIUTITYIW B Yaci, 0 MiATBEPIKYE 3/1aT-
HICTb pO3p00IICHOT apXiTEKTypH HE JIMILIe HAOINKaTH
OKpeMi 3Ha4yeHHS, a i 30epiraty m100ajbHI 3aKOHO-
MipHOCTI npouecy. HeBenuki BinxuieHHsl criocTepi-
raroThCsl Y BUIVISII MalKe MapajieIbHOro 3CyBY KpH-
BUX, II0 Y3TO[DKYETHCS 3 BIIHOCHUMH MOXHOKaMH 3
Tabmuni (He nepeBuinyTh 1,6%). I'padix nmoxubku
(puc. 3-b) mokasye ii cTaOinbHICTH 1 BiACYTHICTBH
CHUCTEMAaTUYHOIO HAKOMMYEHHS, IO € CBiTYECHHIM
cTifikocTi oOuMCIIOBANBHOTO Tporecy. OTke, Bi3y-
aNbHUI aHaJi3 MiATBEP/UKYE KiNbKICHI pe3yabTaTy i
MiKPECIIOe aeKBaTHICTh MOJENI U BiATBOPEHHS
JUHAMIK{ XBUJIbOBHUX IPOLIECIB.

Tounicme. J1ns oniHOBaHHS €(hEKTHBHOCTI 3apo-
MIOHOBAaHOI apXiTeKTypH Oy BUKOPUCTaHI TPH KITIO-
YOBI METPUKU: cepenHs noxuoOka E, yac BukoHanHs T
Ta iHTerpajbHa eeKTHBHICTD #. Y pa3i OOHOMIPHOTO
PIBHSHHS TEIUIOPOBITHOCTI B HEOTHOPITHOMY Cepe/I-
oBumli cepeansi L2-moxuOka 4YMCENbHOIO pPO3B’SI3KY
nopiBHsIHO 3 eTanioHHUM (“‘Reference fine”’) cranoBua

—4— BiaxocHa noxnbka (%)
1.55 4

1.50 +

1.45 4

Moxubka, %
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Puc. 4. [lopiBHSIHHS AaHAJITHYHOrO pilleHHs Ta MoaeJti (A), BinHocHa noxudka (b)
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npubnuzHo £ = 1,4%. [ns nopiBHSHHS, piBHOMipHa

rpy0a citka masana noxubky E, = 5,8%. Hac Buko-

HaHHS 32 aJallTUBHOI apXITEKTYPU CKOPOTUBCS Maiike

B 7-8 pasie: TML = 0,13T, . Inrerpanbha edexTus-
. ase

HICTb #, 00YHCIIeHa 32 (HOPMYIIO0

T,
=2 (26)
ML T ML

_E

base |

CTaHOBWJIA NPUOMU3HO # =~ 31, 1m0 JEMOHCTPYE
3HauHy TepeBary aJarnTUBHOI apXiTEKTypH sIK 3a TOU-
HICTIO, TaK 1 32 00YHCIIIOBAIBHOIO e()EKTUBHICTIO.

Jliist XBUJILOBOTO DIBHSHHS B OOMEKEHIM o0iacti
CepeIiHst BIIHOCHA TIOXMOKA 110 T1’SITH KOHTPOJIBHUX TOU-
Kax yacy craHowia £ ~ 1,45%, toni sik 6a30BUit METOIT
13 PIBHOMIPHOIO CiTKOIO TIoKa3aB E, = 6,2%. Yac Buxo-
HaHHs 32 BUKopucTaHHs afantueHol MLP + RL apxitek-
Typy OyB CKOpOYEHHMI PUOIM3HO y 6 pasis, mo nano T,
= 0,16Tbm. BizrosinHo, eeKTUBHICTH MO JUISl XBU-
JIBOBOT'O PIBHSTHHSI OLIHIOETHCS SIK /] = 26.

OTxe, YMCIIOBI pe3yabTaTd JEeMOHCTPYIOTbh, IO
3alpOIIOHOBaHa apXITEKTypa 3a0e3leuye CyTTEBe
MABUILEHHS TOYHOCTI YUCEIHLHOIO MOJIEIFOBAHHS 3a
3HAYHOTO CKOPOYEHHS Yacy BUKOHAHHS, IO TiITBep-
JUKY€ TIpaKTH4YHY e(DEeKTHUBHICTH 1HTETpallii MaliuH-
Horo HaByaHHs Ta RL B aganTuBHI YACEIbHI METOIU.

062060penns. Po3polbiieHa MareMaTW4Ha T0OCTa-
HOBKa 3aJ1a4i, 1110 BKitouae Gynkiionan (popmym (1) —
(4)) 3 ypaxyBaHH;IM IMOXUOKH PO3PAXyHKY Ta BapTOCTI
004MCIIeHb, TO3BOJIMIIA CTBOPUTH OCHOBY JIJISI BIIPOBA-
JDKCHHST METOZIB MAIIMHHOTO HABYAHHS B aflalTHBHE
YHCceIbHE MOJICIIOBAHHS. BHKOpUCTaHHS apXiTeKTypH
0ararolapoBoro TepcenTpoHa s MPOTHO3YBaHHS
napameTpiB auckperusaitii (Gopmyiu (5) — (7)) 3a0e3-
neyrio epeKTUBHUI BHOIp IPOCTOPOBOTO Ta YACOBHX
KPOKIB, TOJII SIK areHT HaBYaHHs 3 MijKpimieHHsM PPO
(popmymu (8) — (12)) mMHAMIYHO KOPHUTYBAB 111 ITapame-
TPH y mpolieci cumyiisittii. Ha BiiMiHy Bij| TpauIiiHIX
amanTuBHUX MeToiB [8; 10], e 3MiHa KpOKy 0a3yeThes
Ha eBPUCTHUYHMX TPaBUIIaX, 3aIPOIIOHOBAHA CXeMa Bpa-
XOBYE SIK JIOKaJIbH1 XapaKTEPUCTHKH IOJIsI, TaK 1 00umc-
JIFOBAJIGHI BUTPATH, 10 3MEHIITY€ IMOBIPHICTh HEparlio-
HAJILHOTO BUKOPUCTAHHSI PECYPCIB.

brok-cxema Ha puUCyHKY | JeMOHCTpYe iHTerpa-
1it0 HEHPOHHOT Mepeiki Ta RL-areHTa B € JMHUN [IUKIT
ajanTarii, 1o J03BOJIsIE aBTOMAaTUYHO OajaHCyBaTH
MIXK TOUHICTIO Ta MIBUAKOMIEN. AmnpoOalris Ha 3a1a4i
TEIJIONPOBITHOCTI B HEOMHOPIMHOMY CEPEIOBHIII
(tabm. 1) moka3zana, mo cepenusi L2-nmoxmuOka amar-
TUBHOI apXiTeKTypu cTaHoBWTH jume 1,2—-1,6 % 3a
MIPUCKOPEHHS 00YHCIeHb y 7—8 pa3iB 1010 €TaJIOH-
HOTO PO3B’SI3KY, TOJI SIK piBHOMIpHA Tpy0a CiTKa jJae
noxuOKy 5-7% 3a 3HAUYHO HIKYOI e()EeKTUBHOCTI.
Lle mosICHIOETHCSI aBTOMAaTHYHUM 3TYIICHHAM CITKA
B 30HAaX 3 BUCOKUMH TrpajgieHTamMu (puc. 3), mo Bia-
cyTHE y Kiacngaux meronax AMR [9].

Ha 3amaui xBuiboBoro piBHSHHS (Tabm. 2) Bin-
HOCHa moxuOka He mepeBumimia 1,6% y BCIX KOH-
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TPOJIBHUX TOYKaxX Yacy, L0 CBIJUUTH NPO CTilike
BiITBOPEHHsI JAMHaMiku mporecy (puc. 4-A, 4-b).
OTtpumaHi pe3ylnbTaTd MiATBEPILKYIOTh, L0 3aIpo-
MIOHOBaHA apXiTEKTypa HE TUILKU TOYHO allpOKCHUMYE
OKpeMi 3HauyeHHs, a ¥ 30epirae mio0aibHi (Hi3u4Hi
3aKOHOMIPHOCTI XBWJIBOBHX IIPOLECiB, Ha BiAMIiHY
Bi MeroniB [12; 15], siki a00 moTpeOyroTh BEIUKUX
00cCsriB HaBYAIbHUX JaHHUX, a00 MPaUIOIOTh JIHIIE
JUISl OKPEMHUX KJIaciB 3a1ad.

BaxumBuM € Takoxk aHali3 3aJeXKHOCTI MOXUOKH
il yacy Bix KoH]irypauii HepoHHOI Mepexi (puc. 2).
[lokazano, 1m0 301MbLUICHHS KiJBKOCTI IIapiB 3HUKYE
NOXHOKY, ajie MiJBHUILY€e OOYMCIIOBAaJIbHI BHUTPATH.
OnTUMansHOK € cepenHs ruouHa (5—6 mapis), 110
3a0e3nedyye OasaHC MK TOYHICTIO Ta IMPOXYKTUB-
HICTIO, TOMI SIK 3aHAJTO MIIMOOKI MEpeXi BEAyTh IO
NepeHaBaHTAKEHHsI CHUCTEMH 0e3 CYTTEBOTO IIpH-
pocty TouHOCTi. OTXKe, pe3yNIbTaTH YHCEIbHUX EKCIIe-
PUMEHTIB MiATBEpAMIN eEeKTUBHICTH ridpuaHoi ML
+ RL apxiTeKTypu: IOCSITHYTO CyTTEBOTO 3HM)KCHHS
MOXMOKH, IJIBUIICHHS INBHIKOMII Ta Yy3TOJUKCHHS
Mojieni 3 Gi3udHOI0 MpHUPOoor0 mporecis. Lle y3roa-
JKYETBCS 3 BACHOBKAMH cydacHUX pooit [3; 6; 9], are
nepeBeplIye iX 3aBISKH MOEIHAHHIO MONEPEIHBOTO
NPOTHO3YBaHHSI Ta JWHAMIYHOI OHJIaliH-ajarnTa-
uii. TlopiBHsHO 13 [25], e 3aCTOCOBYETBCS CTPOTHH
aQHATITHYHUNA METOJ A0 aJanTalii YHCENbHUX CXEM,
3alpoOTNIOHOBaHa METOAOJIOTISI Mae TepeBary B MOX-
JIMBOCTI CaMOHABYaHHSI HA OCHOBI JaHUX 1 OCTYIO-
BOTO BJIOCKOHAJICHHS cTparerii BUOOpY mapameTpiB.

PoGora yHika/bHa, OCKUIBKU TMOEIHYE KIACHYHI
aJIalTUBHI YMCENbHI METOAM 13 CYYaCHHMH IHCTPY-
MEHTaMH MallMHHOTO HaBYaHHs, 30KpeMa Oarato-
HIAPOBUMH HEHPOHHHMH MepekaMd U alropur-
MaMM HaBYaHHS 3 MiAKPIIUICHHSIM. 3ampOlOHOBaHA
ribpuaHa apXiTeKTypa € HOBOIO THM, IO J03BOJISIE HE
JIMILIE [TOTIEPEAHBO TPOTHO3YBATH MMapaMeTpH TUCKpe-
TU3alii, ane i TUHaMi4HO iX KOpUTYBaTH y Ipoleci
MOZEJIOBaHHS, 3a0e3meyyBaTy ajanTawlilo il KOH-
KpeTHi ocoomuBocTi (hiznynoi 3agadi. [1lono neperar,
3alpOTNIOHOBaHa apXiTeKTypa JAEMOHCTPY€E 3HAuHe
3MEHILEHHsS TOXMOKH po3paxyHKiB (mo 1,2—1,6%)
3a CYTTEBOTO CKOpPOYEHHS 4acy BHUKOHaHHA (y 6—8
pa3iB) MOPIBHSHO 13 TPAAMIIHHUMU MeToiaMu. BoHa
ABTOMATHYHO KOHIICHTPY€E 00UMCITIOBAIbHI PECYPCH Y
KPUTUYHUX 00JACTSX 13 PI3KMMU IpafieHTaMu, 30epi-
rae e(DeKTUBHICTh B OJHOPITHUX JUISHKAX. 3aBISKA
riopugHomy noeananuio ML i RL 3a0e3neuyioThbes
BUCOKa TOYHICTb, CTaOIIbHICTh Ta YHIBEpCANbHICThH
MOZCTIOBAHHS, II0 POOMTH METOA MEePCHEKTUBHUM
JUTSL IIUPOKOTO KJacy CKIaTHUX (i3MUHUX MPOLECIB.

Jlo ocHOBHUX OOMEXEHb apXiTeKTypH BapTo BiJ-
HECTH MOTpely 3HAYHUX OOUUCIIOBAIBHUX PECYpPCiB
Ha eTami TpeHyBaHHS HEHpOHHMX Mepex Ta RL-a-
TeHTA, 8 TAKOK HASIBHOCTI SIKICHUX €TaJOHHHUX JaHUX
Juist Bamiganii. OKpiM TOro, pe3ysibTaTd 3HAYHOIO
MipoIo 3alieKaTh BiJl BHOOPY (QyHKII1 BUHArOPOIHU Ta
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rapaMeTpiB HaBYaHHS, M0 MOXXe OOMeEXyBaTH yHi-
BEPCaJIbHICTh METOLY.

OCHOBHAM HEJONIKOM € CKIIQIHICTh peai3ariii
riOpuaIHOT apXiTEeKTYypH Ta HEOOXITHICTh HAJAIITY-
BaHHS BEJIMKOI KiIBKOCTI MapameTpiB, MO poOUTsH ii
MEHIL IPUAATHOIO IS 3814 3 00MEKEHUM JI0CTYTIOM
710 AaHuX 44 pecypciB. Takox icHye pU3HK epeHaB-
YaHHS HEMPOHHOI MEpexi, 10 MOXe 3HU3UTH CTild-
KIiCTB y pa3i 3aCTOCYBaHHS JI0 HOBHX KJIACiB 3a/1ad.

[onmanmpmmii pO3BUTOK JOCHIHKEHHS TIOB’sI3aHUIN
i3 3actocyBanHsiM Physics-Informed Neural Networks
IUTsE O€310CepeIHhOT0 BpaxXyBaHHs (DI3MYHHUX 3aKOHIB,
po3MIMpeHHsM anpoOariii Ha OaraToBUMIpHI Ta HeJli-
HilfHI CHCTeMH, a TaKOK CTBOPEHHSM OLUIBIN yHiBEp-
CaJIbHUX aJaNTHBHHUX AJTOPUTMIB, 3JAaTHUX IPALIO-
BaTH B PeajbHOMY Yaci /U CKIaHUX 1HKCHEPHHUX 1
MIPUPOIHNYNX 3a/ad.

BucHoBkn. Y po0oTi 3amponoHOBaHO METOIUKY
iHTerpauii MaIIMHHOIO HABYAHHA 3 AJaNTUBHUMH
YUCEIPHUMH METOIaMH JUISl MOJIETIOBAHHS CKJIAIHMX
¢ismuaux mporieciB. [IpoBeneHi eKcriepruMeHTH ToKa-

3a1u, 110 po3podiieHa apXiTeKTypa Ha OCHOBI Oararoriia-
POBOI'O MEPCENTPOHA H ANTOPUTMY HiAKPIIUIIOBATIEHOIO
HaByaHHs PPO 3nmatHa edekTrBHO KepyBaTH mapame-
Tpamu Jauckpernsamnii. Ha 3amauax TeriornpoBiHOCTI
OyJI0 JOCATHYTO 3HWKCHHSI CEpPEIHbOI MOXHOKH pO3-
PaxyHKiB 70 piBHs mpuOmmM3HO 1,4% 3a MPHCKOPEHHS
004HCIIeHb y 7—8 pa3iB MOPIBHSHO 3 BUCOKOTOYHUM €Ta-
JIOHHHM PO3B’13KOM. J[7151 XBHITBOBOTO PiBHSHHS CEPEIHS
BiJIHOCHA TmoXnOKa craHoBWia mpuomsHo 1,45%, a
TITBUJIKOTISE T IBUTIIMIIACS B 6 pasiB, IO MiATBEPINIIO YHi-
BEPCATBHICTB 1 CTIMKICTB Miaxomy. OTpuMaHi pe3ysbTarT
JIOBOJIAITH, 110 BUKoprcTanHsd ML ta RL 3abe3neuye cyT-
TEBE TMOKPAIIIEHHS OaJIaHCy MK TOYHICTEO Ta IPOITYKTHB-
HICTIO MOPIBHSHO i3 KJIACHYHUMH MeToiamMu. HaniOubim
e(eKTHBHOIO BHSBIJIACS TIOpUIIHA apXITEKTypa, sKa
TMIOEIHYE TIONEPEAHE MPOTHO3yBaHHS HEHPOHHOIO Mepe-
JKEI0 Ta OHJIaH-Kopekiito yepe3 RL-arenra. [lonanbmii
JOCTIKEHHSI JOLUIBHO 30CEPeIUTH Ha BHKOPHCTAHHI
Physics-Informed Neural Networks st mpsimoro Bpa-
XyBaHHS (Di3MYHMX 3aKOHIB 1 po3IIMpeHHi anpoOdartii Ha
OararoBUMIpHI HEITiHIIHI 3a/1a4i.
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